EDITORIAL BOARD

Editor-in Chief:
Bryn GREER-WOOTTEN (York University, Toronto, Canada)

Executive Editor:
Bohumil FRANTÁL (The Czech Academy of Sciences, Institute of Geonics, Brno, Czech Republic)

Technical Editor:
Tomáš KREJČÍ (The Czech Academy of Sciences, Institute of Geonics, Brno, Czech Republic)

Marketing Editor:
Stanislav MARTINÁT (The Czech Academy of Sciences, Institute of Geonics, Ostrava, Czech Republic)

INTERNATIONAL ADVISORY BOARD

Marina FROLOVA (University of Granada, Spain)
Marián HALÁS (Palacký University Olomouc, Czech Republic)
Karel KIRCHNER (The Czech Academy of Sciences, Institute of Geonics, Brno, Czech Republic)
Sebastian LENTZ (Leibnitz Institute for Regional Geography, Leipzig, Germany)
Damian MAYE (University of Gloucestershire, Cheltenham, UK)
Ondřej MULIČEK (Masaryk University, Brno, Czech Republic)
Josef NAVRÁTIL (University of South Bohemia, České Budějovice, Czech Republic)
Martin J. PASQUALETTI (Arizona State University, Tempe, USA)
Pavel RAŠKA (J. E. Purkyně University, Ústí nad Labem, Czech Republic)
Michael ROTH (Nürtingen-Geislingen University, Germany)
Serge SCHMITZ (University of Liege, Belgium)
Miloslav ŠERÝ (Palacký University Olomouc, Czech Republic)
Michael SOFER (University Bar Ilan, Ramat-Gan, Israel)
Kamila SVOBODOVÁ (The University of Queensland, Brisbane, Australia)
Steen TUFTS (York University, Toronto, Canada)
Antonín VAISHAR (The Czech Academy of Sciences, Institute of Geonics, Brno, Czech Republic)
Dan VAN DER HORST (University of Edinburgh, UK)
Miroslav VYSOUDIL (Palacký University Olomouc, Czech Republic)
Maarten WOLSINK (University of Amsterdam, The Netherlands)
Jana ZAPLETALOVÁ (The Czech Academy of Sciences, Institute of Geonics, Brno, Czech Republic)

Scientific papers:

Erik ŠOLTÉS, Mária VOJTKOVÁ, Tatiana ŠOLTÉSOVÁ
Changes in the geographical distribution of youth poverty and social exclusion in EU member countries between 2008 and 2017........................................ 2

David BOLE, Jani KOZINA, Jernej TIRAN
The socioeconomic performance of small and medium-sized industrial towns: Slovenian perspectives ........ 16

Marta BOROWSKA-STEFAŃSKA, Michal KOWALSKI, Szymon WISNIEWSKI
Changes in urban transport behaviours and spatial mobility resulting from the introduction of statutory Sunday retail restrictions: A case study of Lodz, Poland ........................................ 29

Cathy FRICKE, Rita PONGRÁCZ, Tamás GÁL, Stevan SAVIĆ, János UNGER
Using local climate zones to compare remotely sensed surface temperatures in temperate cities and hot desert cities ................................................................. 48

Scientific communication:

Matt REED
Scientific citizens, smartphones and social media – reshaping the socio-spatial networks of participation: Insects, soil and food .................. 61

PUBLISHER

The Czech Academy of Sciences, Institute of Geonics (ID: 68145535)
Department of Environmental Geography
Drobného 28, 602 00 Brno, Czech Republic
(e-mail) mgr@geonika.cz
(home page) http://www.geonika.cz

ISSN 2199-6202 (Online)

ACCESS TO THIS JOURNAL

Information on the journal’s aims and scope, instructions for authors, calls for special issues, and full contents are available free online at:

http://www.geonika.cz/mgr.html
https://content.sciendo.com/view/journals/mgr/mgr-overview.xml
Changes in the geographical distribution of youth poverty and social exclusion in EU member countries between 2008 and 2017

Erik ŠOLTÉS a*, Mária VOJTKOVÁ a, Tatiana ŠOLTÉSOVÁ b

Abstract
With respect to the fulfillment of the objectives of the Europe 2020 strategy, the threat of poverty and social exclusion has not been sufficiently reduced in the European Union (EU) over the past decade, and large regional disparities persist. Young people are the most affected by the problems of income poverty, material deprivation and labour market exclusion, which are the three dimensions of poverty and social exclusion. In this article, we focus on comparing the EU countries in terms of the three listed dimensions, while revealing similarities and differences in the incidence and severity of these social phenomena among youth. In addition to measuring dimensions by the currently used AROPE (at risk of poverty or social exclusion) rate, we also use a larger spectrum of relevant indicators for a more comprehensive analysis. While the AROPE aggregate indicator uses the same methodology for the population of young people as for the whole population, our approach includes indicators that are specific to young people. We assume that all dimensions affect each other, so we apply multidimensional statistical methods such as principal components and cluster analysis to analyse them. These methods have revealed that some dimensions affect poverty and social exclusion to a greater extent and others to a lesser extent than might appear to be the case, based on AROPE’s partial rates. Moreover, we present quantified integral indicators that together with the results of the multivariate methods, provide a rather complex picture concerning the geographical distribution of poverty and social exclusion, as well as their dimensions in the EU, for the population of persons aged 18–24 years in 2008 and 2017.
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1. Introduction
Poverty and social exclusion affect the health and well-being of many people and limit their opportunities to achieve their full potential. Without effective educational, health, social, tax-benefit and employment systems, the risk of poverty is passed on from one generation to the next. This causes poverty to persist, creating more inequality that can lead to the long-term loss of economic productivity from whole groups in society and hamper any inclusive and sustainable economic growth (Eurostat, 2018g, p. 104). Income poverty and social exclusion is a serious problem addressed by the Europe 2020 strategy, and social inclusion is one of the five key quantitative targets for smart, sustainable and inclusive growth. In the fight against poverty and social exclusion, however, one item with the least progress has been made so far in the Europe 2020 strategy, and regional disparities have not been reduced either (Eurostat, 2019b, p. 9; Eurostat, 2019c). In this strategy, the European Union has set itself the goal of reducing the population at risk of poverty or social exclusion to 20 million, so that the EU population has not more than 95.908 million poor or socially excluded people (Atkinson et al., 2017, p. 47). Progress in achieving the above-mentioned key target is monitored by Eurostat through an aggregate indicator AROPE (the ‘at risk of poverty or social exclusion’ rate), combining three rates: the at-risk-of-poverty rate (AROP); the severe material deprivation rate (SMD); and the very low work intensity...
rate (VLIW). This three-dimensional concept of poverty and social exclusion, reflecting these three dimensions of income poverty, material deprivation and exclusion from the labour market, is used in this article as well.

The objective of the Europe 2020 strategy in the fight against poverty and social exclusion will no longer be met with certainty, which is confirmed by the fact that from the reference year 2008 to 2017, the AROPE rate has only decreased by 1.3 percentage points, and in the EU-27 and EU-28, there were 111.584 million, or 112.978 million Europeans at risk of poverty or social exclusion. In 2017, more than 1/5 of the EU population (22.4%) was at risk of poverty or social exclusion, and nearly 1/3 of them were simultaneously affected by two dimensions or even all three dimensions. The estimated population in the EU at risk of poverty in 2017 and/or severely materially deprived and/or living in households with very low work intensity, still exceeded the target threshold (approximately 96 million inhabitants) by over 15 million people. While there has been some progress in the entire population and also in the population of children under 18 and in the post-productive population, between 2008 and 2017 the proportion of people at risk of poverty or social exclusion in the population of young people aged 18–24 in the EU-27 increased by 0.9 percentage points, and in 2017 it was 29.1% (authors’ calculation based on the database from Eurostat, 2020). Several authors, such as Camilleri and Camilleri (2016) and Pastore (2017), point to the unsatisfactory social inclusion of young Europeans, and to the difficulties in applying them to the labour market in relation to deficiencies in the education system. Publications that rely on official Eurostat statistics or national statistics classify young people as at-risk groups, as evidenced by the statement:

“The most vulnerable groups appear to be the same across all three dimensions of poverty, inactive persons, single parents, households of only one person, people with low educational attainment, foreign citizens born outside the EU, and those residing in rural areas.” (Eurostat, 2018g, p. 12).

Eurostat is currently using the above-mentioned three-dimensional concept (AROPE) to measure poverty and social exclusion. Despite the relatively broad spectrum of indicators characterising income poverty, material deprivation and labour market exclusion, the aggregate AROPE indicator, which assess these social phenomena comprehensively, using only three measures, provides only a partial picture of poverty and social exclusion. The aim of this research is to build a new integral indicator that will more comprehensively assess the poverty and social exclusion of young people in any year under review, with the individual dimensions of this multidimensional phenomenon captured by partial factors. Each factor will be based on a number of relevant indicators that characterise the incidence and depth of the respective dimension of poverty and social exclusion among young people. Such an approach will ensure that the partial factors will more comprehensively assess the dimension as one measure (AROP, SMD or VLIW), as used in the current concept. Based on such constructed factors using cluster analysis, the article will reveal similarities and differences in poverty and social exclusion of young people aged 18–24 in the EU area. As the fight against poverty and social exclusion is one of the priorities of the Europe 2020 strategy, through the above-mentioned factors and the integral indicator, we map the progress of EU countries in the various dimensions of the multidimensional phenomenon under review, from the Europe 2020 reference year (2008) up to the present (at the time of writing, the most recent available data was for 2017).

Based on this analysis, the European Union and its individual member states may identify the dimensions on which they should concentrate in the forthcoming period in the fight against poverty and social exclusion of young people (the most vulnerable age group), and thus contribute to the Europe 2020 strategy as well as to the current Agenda 2030.

2. Motivation and background

The 2030 Agenda for Sustainable Development, adopted by all United Nations Member States in 2015, emphasises the urgency of intensifying social inclusion, mainly through its first objective: No Poverty. In addition, within its 17 Sustainable Development Goals, it pays particular attention to youth employment in the labour market. For example, the 4th Goal: Quality Education, aims, among other things, to increase the number of young people with the appropriate skills to adequately engage in the labour market, and the 8th Goal for Decent Work and Economic Growth, pays special attention to job creation for young people not in the area of education, employment and training in order to avoid being discouraged from finding a job. According to Eurostat (2018h), which assesses progress in achieving the EU’s 2030 Sustainable Development Goals, the population of young people aged 18–24 was most at risk of poverty or social exclusion in 2016. In addition, the situation of young people aged 18–24 has deteriorated the most compared to other age groups since 2010. Chen et al. (2018) rated inequality and poverty across generations in the EU and found that the generation of young people was the most affected by poverty in the different geographical areas of the EU between 2007 and 2015, and was significantly higher in the 18–24 age group than in other age groups.

According to Eurostat (2018h) and Chung et al. (2012), young people are among the most vulnerable groups because they are more likely to face low employment rates and more job insecurity. Jobs for young people are important for their social, economic and political inclusion. Young people who are not in employment or in education and training (NEETs), are mostly exposed to an even higher risk of not applying to the labour market and experiencing social exclusion. The intense relationship between NEETs and the risk of poverty and social exclusion in the young population in EU countries was confirmed by Ruesga-Benito et al. (2018). According to Eurostat (2018f), the general pattern is that the development of youth unemployment reflects the evolution of unemployment across the population, but younger people are often more affected by rising unemployment than older people. The employment of young people during the last decade has been significantly influenced by the financial and economic crisis and its consequences (Carcillo et al., 2015). As Bradford and Cullen (2014) point out, austerity measures and cuts during the financial and economic crisis have had a significant impact on youth policies, with negative consequences for poverty and social exclusion among young people. The most affected countries were in southern Europe (Poulou, 2014, p. 1163), which showed the highest youth unemployment rates (especially in Spain, Greece and Italy), the highest share of persons employed involuntarily on a part-time or temporary basis (Greece, Spain, Italy
and Cyprus), and the highest proportion of over-qualified young people (Spain, Cyprus, but also Ireland). Kretsoς (2014) confirmed that drastic labour market and welfare state reforms in Greece during economic crises severely weakened the protection of young people from the risk of unemployment and other stressors. Soler et al. (2014) showed the dramatic impact on unemployment of the financial and economic crisis in Spain, while the disparities between the unemployment rate among young people and the population as a whole increased significantly – to the disadvantage of youth between 2009 and 2012.

According to Aassve et al. (2013), by far the worst prospects for reducing unemployment during the recession were young people aged 18–24. That is why, in 2013, all EU countries committed themselves to the Youth Guarantee Program, in which the European Council underlines the need to effectively improve the situation of NEETs and overcome the problem of youth unemployment in the EU (2013). It has to be said that, for example, according to the European Commission (2018), improvements have recently been made in the labour market, resulting in a significant decrease in the proportion of young people who are neither in employment nor in education or training (NEET).

As this article focuses on the geographical distribution of poverty and social exclusion among young people in the EU, two recent scientific articles (Pickard and Bessant, 2018; Skattebol and Redmond, 2019), dealing with a spatial analysis of the phenomena, must be acknowledged. Skattebol and Redmond (2019) found that young people who have grown up in poverty and especially in isolated suburbs, have limited access to out-of-school activities that could be beneficial for improving their communication skills, teamwork skills and other soft skills. Such social exclusion for geographic reasons significantly eliminates the possibility for young people to acquire new knowledge and skills. Pickard and Bessant (2018) noted that, due to the austerity measures during the recession, there was a disproportionate impact on particular demographic groups and especially young people. The authors have shown that greater exposure to the risk of poverty, material deprivation and youth unemployment in Eastern Europe, compared to the core of Europe, is associated with lower political participation by young people. The authors found that young people on the periphery of Europe (especially in Eastern Europe) tend to refrain from any involvement in political events. Therefore, poverty and the social exclusion of young people have a negative impact on decision-making processes in the democratic system.

These studies confirm that the issues of applying young people in the labour market and combating poverty and social exclusion among young people, are very timely, and they inspired us to analyse the incidence and severity of poverty and social exclusion of young people aged 18–24 in the EU geographical area in 2017, as a comparison to 2008.

Studies are increasingly appearing in the professional and scientific literature that do not assess the individual dimensions of poverty and social exclusion in isolation, but also assess their interaction. For example, relationships between household joblessness, income poverty and deprivation were analysed by de Graaf-Zijl and Nolan (2011), who found that the joblessness of households significantly affects the other two dimensions, although household labour intensity does not show a consistent pattern in groups of countries categorised together in terms of welfare regimes or in geographical terms. Income poverty in relation to material deprivation was also assessed by several authors: Guio and Maquet, 2006; Horáková et al., 2013; Labudová et al., 2010; Nolan and Whelan, 2010; and Želinský, 2010. The influence of labour market exclusion or low work intensity of households on poverty was demonstrated by Guagnano et al. (2013), Kis and Gábs (2016) and Mysiková et al. (2015). Ayllón and Gábs (2017) and Řezanková and Želinský (2014) confirmed the impact of very low work intensity and the joblessness of households on material deprivation in Central and Eastern Europe and the Czech Republic, respectively. The results of analyses presented by Šoltéš et al. (2018), Šoltéš and Ulman (2016), and Šoltéš and Vojková (2018) showed that there is a significant correlation between certain dimensions of poverty and social exclusion, such as income poverty, material deprivation and exclusion from the labour market.

The results of previous research have motivated us to consider the dimensions of poverty and social exclusion interdependently, and to analyse them comprehensively as part of a single phenomenon. Moreover, in the analyses presented in this article, we are not confining ourselves to the AROPE aggregate indicator and its sub-measures, but we also use other indicators to map and compare not only the incidence of income poverty and social exclusion, but also the depth of these negative phenomena in the young population in EU countries.

3. Data and methods

The research results presented in this article are based on timely and internationally comparable data that are publicly available on Eurostat’s website. The geographical unit is a country, as most of the indicators are monitored or published by Eurostat for countries and, exceptionally, for territorial units broken down by classification NUTS2. In this article, a spatial as well as a temporal comparison of poverty and social exclusion of young people in the EU is presented. In order to make the results of the analyses for the years 2008 and 2017 comparable, in 2017 we do not consider Croatia, although since 2013 it is an EU member state. So, in both years we are observing the same group of EU-27 countries. The tools for analysis of the data are the multidimensional statistical methods outlined in Section 3.2.

3.1 Statistical data

The basic indicators mapping poverty and social exclusion in the EU include the above-mentioned partial indicators: AROP = at-risk-of-poverty rate; SMD = severe material deprivation rate; and VLWI = very low work intensity rate, making up the aggregate indicator AROPE, which maps “only” the occurrence of poverty and social exclusion, but not the depth of those negative phenomena. Therefore, we have decided to use some additional indicators that characterise the dimensions of poverty and social exclusion from different perspectives (including their severity). Such an approach should lead to the creation of a more objective and more complex picture of the observed phenomena. This dimension of poverty and social exclusion was captured in this project by the following indicators:

- The dimension of Income poverty (IP)
  - At-risk-of-poverty rate after social transfers (Eurostat, 2018c) – AROP
  - Persistent at risk of poverty rate (Eurostat, 2018c) – Persistent_P
• In work at risk of poverty rate (Eurostat, 2018a) – In-work_P
• Housing cost overburden rate (Eurostat, 2014a) – HC_overburden

The dimension of Material deprivation (MD)
• Severe material deprivation rate (Eurostat, 2018d) – SMD
• Severe housing material deprivation rate (Eurostat, 2014c) – SHD

Overcrowding rate (Eurostat, 2014b) – Overcrowd
Each group should be different from other groups with respect to the same characteristics.

Unemployment rate (Eurostat, 2010) – UN

Housing cost overburden rate (Eurostat, 2014a) – HC
Share of unemployment young adults living with their parents (Eurostat, 2018b) – UN_YALWP

Young people neither in employment nor in education and training (Eurostat, 2019a) – NEET

The above-mentioned indicators will be labelled later as source indicators. It is to be noted that our preliminary analyses revealed that the very low work intensity rate (Eurostat, 2016c) of the AROPE aggregate indicator was not an appropriate measure for assessing the poverty and social exclusion of young people in 2008 and 2017, and it is therefore not included in the list of source indicators. The irrelevance of this measure may be related to the findings of a European social inclusion monitoring (Atkinson et al., 2017), according to which in the population of young adults there is a relatively low occurrence of households with very low work intensity and a relatively high incidence of income poverty, while the opposite is true for older adults.

Employment does not protect large numbers of young adults from poverty, while many older adults are not catapulted into poverty because of a lack of employment (Atkinson et al., 2017, p. 340). Moreover, as in this scientific work, many authors, e.g. Carcillo et al. (2015) and Chung et al. (2012), prioritised indicators such as unemployment rate and NEET rate in analysing the problem of young people entering the labour market and retaining employment.

3.2 Statistical methods

To achieve the main objectives of this project – to reveal the current similarities and differences in the incidence and severity of poverty and social exclusion among young people in the EU – it is possible to apply advanced methods of multivariate statistical analysis (Hair et al., 2018; Hebsák et al., 2005; Johnson and Wichern, 2002; Khattree and Naik, 2000). In Section 4, correlation analysis and principal component analysis will be applied to verify the suitability of the source indicators, and to prepare for the cluster analysis, and to create an integral indicator as presented in Section 5 (respectively 5.1 and 5.2).

At the beginning, we will examine the relationships between source indicators using correlation analysis. If the source indicators are interdependent, it is necessary to apply a method to find hidden relationships, e.g. the principal components method. Principal components analysis is technique for forming new variables which are linear composites of the original variables (source indicators). The maximum number of new variables is equal to the number of the original source variables, and the new variables are not correlated, i.e. a set of independent variables is created.

If $\Sigma$ is the variance-covariance matrix of $p$ variables $X_1, ..., X_p$, then the total variance of these variables is defined as $tr\{\Sigma\}$ (the trace of matrix $\Sigma$), which is the sum of all diagonal elements of the matrix $\Sigma$. The first principal component of $p$ by 1 vector $\mathbf{x} = (x_1, ..., x_p)^\top$ is the linear combination:

$$a_1^\top \mathbf{x} = a_{11}x_1 + \cdots + a_{1p}x_p$$

where $a_1 = (a_{11} ... a_{1p})^\top$, with $a_1^\top a_1 = 1$ and such that $\text{var}(a_1^\top \mathbf{x})$ is the maximum among all linear combinations of $\mathbf{x}$, with the coefficient vector having unit length. The eigenvalues ($\lambda$) of $\Sigma$ are the variances of the corresponding principal components. In that case, it is advised to start with the correlation matrix, because the measurements of different variables are not on the same scale.

Then either the principal component scores or representative variables from each component can be used to perform cluster analysis. Cluster analysis is a technique used for combining observations into groups or clusters such that:

• Each group or cluster is homogeneous or compact with respect to certain characteristics. That is, observations in each group are similar to each other; and
• Each group should be different from other groups with respect to the same characteristics.

To measure the similarity of objects in individual clusters, we will use the squared Euclidean distance, which assumes the non-correlation of source indicators.

Cluster analysis involves a wide range of methods, and in this project we chose the common application of Ward’s hierarchical clustering method. This method forms clusters by maximising within-cluster homogeneity. That is, the Ward’s method tends to minimise the total within-group or within-cluster sums of squares. Clusters are formed at each step such that the resulting cluster solution has the fewest within-cluster sum of squares. More formally, let $\overline{x}_h$ and $\overline{x}_k$ be the cluster mean vectors. This measure reduces distance of clusters $C_h$ and $C_k$ to:

$$D(C_h, C_k) = \frac{n_hn_k}{n_h + n_k} (\overline{x}_h - \overline{x}_k)^\top (\overline{x}_h - \overline{x}_k)$$

where $n_h$ and $n_k$ are numbers of objects in clusters. For clusters with a single element in each of them, it reduces to half to the squared Euclidean distance between them. Ward’s method tends to join clusters with a small number of observations, and it is strongly biased toward producing clusters with roughly the same number of observations.

In the last part of this analysis, we will focus on creating an integral indicator of poverty and social exclusion, which we will construct as a weighted arithmetic average of the principal components. For a particular component, we will use the ratio of variability of the source indicators that is explained by this component.

4. Analysis of source indicators suitability and preparation for next analyses

The assumption that the monitored phenomena often pertain to the same groups of people, especially if they belong to the same dimension, is confirmed by significant positive dependences among the source indicators which
were revealed by correlation analysis. Those dependences are displayed on correlation maps of source indicators (see Fig. 1).

While in 2017 we see the strongest correlation between indicators from the labour market exclusion dimension (the last 4 indicators), in 2008 the indicators from this dimension showed only a mild to moderate inter-dependence. Among the rates that characterise income poverty (the first 4 indicators), we quantified a moderate to strong linear dependence in both years.

The exception is the Persistent at risk of poverty rate in 2008 and Housing cost overburden rate for 2017, which had a rather weak linear relationship with indicators from this dimension. When comparing the years 2008 and 2017, the most consistent results were recorded for material deprivation, where we confirmed a relatively strong linear dependence in both years. Among the indicators from different dimensions, the intensity of dependence was significantly weaker and in many cases was not statistically significant.

For cluster analysis, where we used the Euclidean distance as a measure of dissimilarity of individual countries, it was necessary to transform the original interdependent source indicators into uncorrelated factors. Principal component analysis was implemented to serve that purpose. We attempted to create such factors that would be determined by those source indicators which would facilitate their interpretation. Simultaneously, we wanted to decrease the number of factors, i.e. to achieve a reduced number of factors compared to the source indicators, while those factors would still comprise at least 75% of information provided by the source indicators.

In order to assess the suitability of source indicators for principal component analysis, we applied the Kaiser-Meyer-Olkin measure (Stankovičová and Vojtková, 2007). The KMO statistics (Tab. 1) showed average to above-average suitability of the source indicators for further analysis.

While in 2008 the eligibility values of individual source indicators were at an acceptable level (exceeding 0.5), in 2017 the Housing cost overburden rate was not suitable for principal component analysis (value of Kaiser-Meyer-Olkin measure for “Housing cost overburden rate” was less than 0.5). Thus, in the further analyses for 2017, we did not consider this indicator. The overall adequacy of input data reached the value 0.590 in 2008 and the value of 0.713 in 2017.

On basis of Kaiser’s rule for eigenvalues (Fig. 2) in correlation matrices, which states that only factors with eigenvalues greater than average eigenvalue should be used (the average eigenvalue of a correlation matrix is 1), we decided to set the number of factors to three in both years. The first three principal components account for 76.55%
of the total variability in 2008, and in 2017 for 86.10% of the variance information provided by the source indicators. These principal components are linearly independent and they provide the required amount of information (over 75%). In order to adequately interpret them, however, we performed some rotations and the results of an orthogonal rotation by the Equamax method are shown in Figure 3.

From the values of the rotated component loadings (Fig. 3), we can see correlations between the source indicators and the rotated principal components or factors. After rotation, the principal components were formed in such a way that they significantly correlate with the indicators of one dimension compared to the indicators of the other two dimensions. As we can see from this table, income poverty is presented by the second factor for 2008 and the third factor for 2017. The material deprivation dimension is represented by the first factor for 2008 and the second factor for 2017. The labour market dimension exclusion is characterised by the third factor in 2008 and the first factor in 2017. For the sake of clarity, the further representatives of income poverty will be referred to as IP, and MD will be used to indicate the material deprivation factor, and the LME is the factor for labour market exclusion. Although these factors are convincingly determined by measures of the relevant dimension, some indicators have a positive moderate correlation with other dimensions. In 2008, the long-term unemployment rate correlates with the MD factor. In both years, the indicators of persistent risk of poverty and the NEET rate show moderate positive dependence with MD. The LME factor is positively related to the severe material deprivation rate.

5. Results

Although the results of the correlation analysis and principal component analysis have brought some interesting findings, in Section 4 they have been mainly used as a tool for transforming the source indicators into new variables appropriate for further analysis. The principal components analysis resulted in three independent factors, each representing one dimension of poverty and social exclusion. These factors (precisely, the factor scores) will be used in Sections 5.1 and 5.2 as input variables for cluster analysis and for the creation of an integral indicator, respectively.

5.1 Results of a cluster analysis of EU member countries in terms of income poverty and the social exclusion of youth in 2008 and 2017

The factor scores we have obtained in Section 4, are appropriate for cluster analysis with the aim to create clusters of EU member countries, where countries falling into a common cluster would be most similar in terms of poverty and the social exclusion of young people, while countries in different clusters would be significantly different. To make the cluster analysis not self-purposeful, we will characterise individual clusters based on factors each representing one of the IP, MD, or LME dimensions. The characteristics of the clusters will provide an overview of the state of poverty and the social exclusion of young people in the countries under review, without having to deal with each country separately. Since the sophisticated procedures used in the cluster analysis ensure relatively high within-group homogeneity, so the cluster characterisation also well describes the state of the countries included in the cluster. It should be kept in mind, however, that there are also differences between countries within a single cluster. Cluster analysis will
therefore give us a clear picture of the weaknesses as well as the strengths of the social inclusion of young people in EU countries. Moreover, by comparing the results for 2008 and 2017, we can see whether the EU countries under review have made progress in combating poverty, deprivation and labour market exclusion among young people, or conversely, the inclusion of youth in that country has deteriorated compared to other EU countries.

Using Ward’s method (Hebáč et al., 2005), which due to its excellent results is the most popular of hierarchical clustering procedures (Loster and Pavelka, 2013), we obtained the dendrograms represented in Figure 4. The dendrogram is supplemented by the so-called ‘heat maps’ of the three factors: IP, MD and LME respectively. The spatial distribution of income poverty, material deprivation and labour market exclusion in the youth population in 2008 and 2017 is provided by heat maps in Figure 5.

The results of the cluster analysis (Fig. 4) and the factors themselves (Fig. 5) obtained by principal components analysis provide some interesting information that we firstly interpret for 2008 and then for 2017.

In 2008, we found the most suitable results in the 4th cluster (the Czech Republic, Cyprus, Austria, Estonia, Slovenia, Malta), which had no major problems in any dimension of poverty and the social exclusion of young people aged 18–24, which are confirmed by the above-average good (in some cases average) values of the factors IP, MD, LME shown in heat maps in Figure 4. The 4th cluster was characterised by the smallest threat of income poverty, and after the 5th cluster (Denmark, the Netherlands) the second smallest exclusion from the labour market.

As the second best cluster, we can mark the 1st cluster (Belgium, Luxembourg, United Kingdom, France, Portugal, Germany, Finland), in which young people, in comparison with other EU countries, were exposed to income poverty and exclusion from the labour market at approximately the average level. In the material deprivation dimension, this cluster recorded above-average good results (average results for Portugal).

Other clusters of countries were characterised by problems in one or more of the dimensions of poverty and the social exclusion of young people. The material deprivation of young people affected the 6th cluster of countries (Bulgaria, Hungary, Latvia, Lithuania, Poland, Slovakia, Romania) to a much greater extent than other countries. In this cluster, Romania and Slovakia, which were the last joined to the clustering process, stand out. In 2008, young people in Romania were subjected to extreme material deprivation, while we see a large difference between Romania and the following Bulgaria, but the gap between Romania and the other 25 EU-27 countries (except Bulgaria) is particularly evident. Romania, unlike other countries in this cluster, has seen one of the greatest threats to income poverty among young people. On the contrary, Slovakia was doing very well in terms of income poverty among young people. In terms of income poverty and material deprivation, Slovakia was at a comparable level to that of countries in the 4th cluster, but recorded significantly worse results in the labour market exclusion dimension.

The 1st, 4th and 6th clusters include a total of 20 EU-27 countries in 2008. The remaining 7 countries are in the other 3 clusters. The 2nd cluster (Greece, Sweden) in 2008 was characterised by a high threat of relative income poverty (at the Romanian level) and above-average exclusion of young people from the labour market. In the income poverty dimension, however, the worst results were identified in the 5th cluster of countries (Denmark, the Netherlands), in which we mainly attribute this to Denmark. The biggest problems with the participation of young people in the labour market have been revealed in the 3rd cluster of countries (Ireland, Spain, Italy). The 5th and 3rd cluster of countries have had significant social inclusion problems and the struggle against youth poverty only in one dimension.

---

Fig. 4: Dendrograms of EU country clusters according to factors of poverty and the social exclusion of youth in 2008 (left) and 2017 (right)
Source: Eurostat data; processed by the authors in SAS JMP
that we have mentioned, and in the other two dimensions they have achieved at least average results in the EU-27 geographic area.

In 2017, the best results were diagnosed in the 1st cluster (Belgium, Estonia, Sweden, Luxembourg, Germany, the Netherlands, Ireland, Finland and the United Kingdom) and in the 2nd cluster (the Czech Republic, Malta, Austria, Slovenia, France, Cyprus and Slovakia).

In the 2nd cluster of countries, the population of young people among all the clusters had the least threat of income poverty and it showed no major problems in the material deprivation dimension. Looking at the clustering process within cluster 4 in the dendrogram in Figure 4 (on the right), we see that four countries (Czech Republic, Malta, Austria, Slovenia) were merged into one group, which achieved better than average results in 2017 in all three dimensions, and that three countries (France, Cyprus and Slovakia) were merged into another group, in which we diagnosed the problem of getting young people into the labour market in 2017.

The 1st cluster is characterised by the smallest material deprivation of young people and by average to above average good results in the LME dimension. Most countries in this cluster, however, report an above-average threat of income poverty among young people.

The first two clusters include 16 countries from the 26 EU countries under review. These two clusters consist of almost the same countries as the 1st and 4th cluster of 2008, which we also rated positively. The first two clusters of 2017, unlike clusters 1 and 4 of 2008, do not include Portugal, but include Sweden, the Netherlands, Ireland and Slovakia. Sweden and Ireland in international comparisons
in 2017 did not show such problems with participation of young people in the labour market as in 2008, and Slovakia managed to reduce problems in this dimension, in particular by eliminating the long-term unemployment of young people.

The 3rd cluster (Bulgaria, Poland, Lithuania and Portugal) is characterised by considerable material deprivation of young people in 2017, with the most critical situation in Bulgaria. Similarly to the countries of the 1st cluster, as well as the countries in the 9th cluster, they reported an above-average threat of income poverty in the population of young people in 2017. In the LME dimension, the 3rd cluster reached approximately average values.

The other four clusters are very specific. Romania (5th cluster) had extreme material deprivation of young people in 2017, but unlike Bulgaria, this was mainly due to severe housing deprivation, but also (as in Bulgaria) a high rate of overcrowding. What made Romania significantly different from other clusters, was that the risk of income poverty for young people was extremely high. In this dimension, the differences between Romania and other EU countries in 2017 deepened in comparison with 2008. Moreover, if we realise that the at-risk-of-poverty rate and its derived measures, such as the persistent at-risk-of-poverty rate and in-work at-risk-of-poverty rate measure, and relative poverty with respect to the median of national income, the income poverty in Romania is even more acute. To be precise, the poverty risk threshold is set at 60% of the median equivalent disposable income.

The alarming state of poverty in Romania is underlined by the fact that this country has the lowest at risk of poverty threshold among all EU countries. In 2017, this threshold was 1,645 euro per year in Romania, while in Western and Northern Europe it was 8 to 9 times higher. Even countries with a relatively low median income (Bulgaria and Hungary) had a significantly higher at risk of poverty threshold (2,154 euro per year and 2,993 euro per year, respectively) than Romania. In the context of this, poor results of Denmark (4th cluster) in the income poverty dimension are not so surprising. Denmark had the second highest at risk of poverty threshold after Luxembourg (17,630 euro per year), which is approximately 10.5 times higher at risk of poverty threshold than in Romania. The only dimension in which Romania has achieved relatively good results in the youth population was the labour market exclusion dimension. In the LME dimension, Denmark, similar to the Netherlands, achieved the best results in the EU-27.

The 6th cluster consists of Latvia and Hungary. In these two countries, young people faced severe deprivation in 2017, especially in the housing sector. In the other two dimensions, the population of young people in these two countries was above average.

The countries of the 7th cluster in 2017 (Spain, Italy, Greece) faced the challenge of participating young people to the labour market, with the worst situation in Greece. In 2017, young Greeks had more problems in this dimension than in the pre-crisis period, while in Italy and Spain the situation in 2017 was comparable to 2008. The threat of income poverty, however, increased significantly in Spain. As regards the material deprivation of young people, in 2008 Spain achieved very good results and in 2017 it was even the leader in this dimension. If we look at the 2017 clustering process (Fig. 4, on the right), Spain was the last among all the countries analysed to be clustered. Thus, in 2017, Denmark, Romania and Spain were characterised by the least similarity with other EU countries in the field of poverty and social exclusion of young people.

5.2 Evaluation of poverty and social exclusion of youth in EU member countries based on integral indicators in 2008 and 2017

In the previous section, on the basis of the factors resulting from the principal components analysis, we have created clusters of countries in terms of youth social exclusion. The values of these factors served to create cluster profiles and, above all, to reveal the strengths and weaknesses of individual clusters. In this section, we present the values of an integral indicator of poverty and social exclusion, which we constructed as a weighted arithmetic average of the factors IP, MD and LME, separately for 2008 and 2017. For a particular factor, we used the ratio of variability of the source indicators that was explained by this factor. For example, according to Figure 2 (on the left) in 2008, the first factor explained 37.44%, the second factor explained 23.45%, and the third factor explained 15.67% of the total variance of the original indicators. Together they explained 76.55%. The first factor (factor MD) was therefore assigned an absolute weight of 37.436, which corresponds to a relative weight of 0.489 (37.436/76.551). The other factors (IP and LME) were assigned an absolute weight of 23.449 (relative weight of 0.306) and 15.666 (relative weight of 0.205), when calculating a weighted arithmetic average core. Values of integral indicators are captured in heat maps in Figure 6, where we also present the values of the aggregate indicator AROPE rate.

By comparing the ranking of the EU countries evaluated for 2017 on the basis of the AROPE rate and that on the basis of the integral indicator, we found that the lowest threat of poverty and social exclusion of young people in 2017 was in the Czech Republic. According to both approaches, the fight against poverty and social exclusion is the worst for Greece. Greece is followed by Bulgaria and Romania, while in the case of an assessment based on an integral indicator, the order of these countries is opposite and, in addition, among these countries Italy is also included. The main reason for these differences is that more source indicators have been used in our approach than in the AROPE-based approach. The second important reason is that in the relevant year 2017, the LME dimension was more weighted in the construction of the integral indicator, especially at the expense of the IP dimension. The latter has resulted in an assessment where in our approach countries with a high level of poverty risk are less “penalised” due to poor IP performance than in the AROPE-based approach. Among these countries, let us mention Denmark or the Netherlands, which ranked significantly better by ranking compiled according to the integral indicator than by the AROPE rate (see Fig. 6) in 2017.

On the other hand, in an approach based on an integral indicator, countries with poor results in the LME dimension were more “penalised”. For example, in Italy in 2017, young people were at high risk of not applying to the labour market. For this reason, the assessment of poverty and the social exclusion of young Italians under our approach, was considerably worse than according to the official AROPE rate, which is also evident in Figure 6.

The advantage of our approach compared to the AROPE-based approach, is that it takes into account a wider range of relevant indicators and is not limited to only three measures.
that only assess the occurrence of three sub-phenomena (income poverty, material deprivation and labour market exclusion). In our approach, we look at these phenomena from a different perspective. One of the perspectives, which we believe to be very important, is the severity or depth of the phenomena being monitored. In our approach, the severity of the observed phenomena is incorporated through the persistent at risk of poverty rate, the severe material deprivation rate and the long-term unemployment rate. In addition, in our approach we consider indicators that are specific to the population of young people.

This approach has therefore given us a more objective picture of young people’s poverty and social exclusion than in the AROPE-based approach. In the case of the AROPE-based approach, we have to realise that the occurrence of individual phenomena can overlap, which means that income poverty, material deprivation and labour market exclusion can affect the same group of people. Therefore, the sub-measures of the AROPE aggregate indicator cannot adequately quantify the contribution of individual dimensions to the overall incidence of poverty and social exclusion. The advantage of our approach is that we use linear independent factors, each representing one dimension of poverty and social exclusion. Each of these factors contributes to the formation of an integral indicator according to its proportion to explain the variability of the source indicators. In our approach, we can therefore quantify which dimension has greater impact and which has less impact on poverty and social exclusion. In the population aged 18–24 years, the LME dimension has been shown to have a greater impact on poverty and social exclusion than might appear to be the case based on the VLWI rate included in the AROPE indicator.

6. Discussion and conclusions

In this article, we assess the poverty and social exclusion of young people in the EU countries based on 11 source indicators of poverty and social exclusion, the relevance of which has been confirmed by Ayllón and Gábos (2017), Chen et al. (2018), Chung et al. (2012), de Graaf-Zijl and Nolan (2011), European Commission (2018), Eurostat (2018h), Mysíková et al. (2015), Ruesga-Benito et al. (2018), and Soltés et al. (2018). Through multivariate statistical procedures, a substantial part of the information contained in these indicators is transformed into three uncorrelated factors. These three factors represent the three dimensions of poverty and social exclusion, confirming the merits of three-dimensional concept of poverty and social exclusion, which is currently also used for the AROPE aggregate indicator for monitoring poverty and social exclusion in the Europe 2020 strategy. The weakness of the AROPE aggregate, however, is that each of the dimensions - income poverty (IP), material deprivation (MD) and labour market exclusion (LME) – is captured by only one measure, which evaluates that dimension from a single perspective.

In addition, the above measures (AROP, SMD and VLWI) assess only the occurrence of the social phenomenon under consideration and do not take into account the severity of these phenomena, which we try to capture in our analysis through other available indicators. By comparing the results obtained with our approach and the AROPE-based approach, we found that in the relevant years (2008 and 2017), the labour market exclusion dimension had a more significant impact on poverty and social exclusion among young people than how it was quantified by the AROPE indicator. The
AROPE aggregate indicator is currently used for the whole population, as well as for the population of young people. The measurement of poverty and social exclusion in the population of young people, however, has certain specific characteristics, particularly concerning the LME dimension. In our approach, these specifics have been captured at least partially by the chosen source indicators.

As mentioned above, from the spectrum of the original correlated indicators characterising poverty and social exclusion of young people in the EU-27 countries, linear independent factors representing the three dimensions of poverty and social exclusion of the population under review were created separately for the reference year 2008 and the most recent year 2017. By using a weighted average of the factors, we have obtained an integral indicator for 2008 and 2017. Based on the above, this integral indicator assesses the poverty and social exclusion of young people aged 18–24 years more comprehensively than the currently-used the AROPE aggregate indicator.

The factors computed in this analysis and the construction of the integral indicator make it possible to identify the weaknesses and strengths of the EU-27 countries in terms of poverty and the social exclusion of young people, and to map the progress of countries in this area with respect to fulfilling the Europe 2020 strategy. Since poverty and social exclusion is a multidimensional phenomenon and different countries may have problems in different dimensions, we used cluster analysis to reveal the different patterns of the three partial phenomena of poverty and social exclusion. Interpreting the resulting clusters of countries through factor values was an effective tool for diagnosing the bottlenecks of the EU-27 countries in the fight against poverty and the social exclusion of young people. The integral indicator designed for 2008 revealed countries that had to face the greatest poverty and social exclusion of young people at the strategy Europe 2020 starting line in the geographical space of the EU-27. The values of the integral indicator created for 2017 and their comparison with the values of the integral indicator for 2008, showed which countries just before the end of the Europe 2020 strategy, still have significant problems with poverty and the social exclusion of young people, and they revealed which countries achieved the most progress in the period, eventually failed in the subject area.

For clarity, let us point out the basic differences between the AROPE aggregate indicator and the integral indicator. The AROPE aggregate indicator is made up of three sub-measures (poverty risk rate, severe material deprivation rate and very low work intensity rate), while the labour market exclusion dimension is represented by a population living in very low work intensity households [(quasi-) jobless households]. The general pattern of decomposition of AROPE is that the (quasi-) jobless population is the smallest part of the population at risk of poverty or social exclusion. On the other hand, the largest share is the population, which according to Eurostat methodology, is at risk of income poverty. In our 2017 analysis, which took into account a larger range of relevant source indicators, however, it turned out that the factor representing the dimension of labour market exclusion was the first principal factor, meaning that from all the factors this one accounted for the largest proportion of the total common variance; thus in creating an integral indicator, we have given this factor the greatest weight. On the contrary, the factor representing the income poverty dimension in 2017 was evaluated as the third factor, and therefore we had to give it the least weight among all three relevant factors, given its contribution.

Our analyses have shown that the exclusion of young people from the labour market has a greater impact on poverty and social exclusion than might appear to be the case on the basis of the very low work intensity rate in the aggregate indicator AROPE. Based on statistical procedures, we found that when assessing the exclusion of young people from the labour market, it is appropriate to replace the standard ‘very low work intensity rate’, with measures such as unemployment rate, long-term unemployment rate or NEET rate. The suitability of these measures is also confirmed by Carcillo et al. (2015) and Chung et al. (2012). In addition, the unemployment rate and the NEET rate complement each other, because according to Dietrich and Möller (2016), unemployment statistics ignore some young unemployed and the NEET concept seeks to correct this deficiency and include inactive youth in a broader sense.

A lower weight was estimated for the income poverty dimension in our analysis, compared to the AROPE rate-based approach. Within this dimension, we have highlighted questionable international comparability of the ‘at-risk-poverty’, which, given the relative poverty concept on which it is based, identifies a relatively high level of poverty risk also in economically advanced countries such as Denmark, the Netherlands, Sweden or Luxembourg. Many times, however, this does not correspond to the good results in the field of social inclusion, which other statistics point to. Poverty rates currently in use only take into account a country’s income, which does not always reflect the cost of living, and therefore they do not always correctly identify people affected by poverty. We agree with the proposal of Copus et al. (2015) that Eurostat and national statistical offices should include standard cost of living indicators in the EU-SILC survey, and use them to adjust the AROP rate. Copus et al. (2015) also justify the importance of using regional at-risk-of-poverty rates, and they have constructed a map of these rates at NUTS 3 across 20 European countries. Due to considerable regional disparities in the area of income poverty, Dvornáková (2012) and Faura-Martínez et al. (2016) propose to set regional ‘at risk of poverty’ thresholds, and thus to more objectively quantify the risk of poverty in a given country as well as across the EU. We assume that if our approach was applied to territorial units broken down by NUTS 2 classification or NUTS 3 classification, based on ‘regional at-risk-of-poverty’ thresholds for income poverty assessment, more homogeneous clusters would be generated and disparities revealed between territorial units within individual EU countries. At present, however, only a limited number of poverty and social exclusion indicators at NUTS 2 or NUTS 3 level are currently being monitored and therefore such an analysis could not be carried out.

The results of our research based on the cluster analysis and construction of the integral indicators have confirmed the findings of several scientific papers (Aassve et al., 2013; Andriopoulou et al., 2017; Carcillo et al., 2015; Chen et al., 2018; Pastore, 2017) that some EU countries, especially from southern Europe, have still failed to cope with the consequences of the economic crisis, and these consequences were felt by the younger generations in 2017. The most important findings from our analysis of changes in the geographical distribution of poverty and social exclusion are presented below.
In 2017, we expressed quantitatively the largest social exclusion of the younger generations in southern and eastern Europe, namely Greece, subsequently Romania, Italy and Bulgaria, followed by Spain. We must emphasise, however, that poverty and the social exclusion of young people in Greece were significantly higher than in other EU countries. While in the countries of southern Europe (Greece, Italy, Spain), this was mainly due to considerable problems with the entry of young people into the labour market, in the case of Eastern European countries (Romania and Bulgaria) it was due mainly to high material deprivation, and in the case of Romania also the very high threat of youth monetary poverty. Hungary and Latvia also have (since 2008) to face the great threat of material deprivation of young people. In addition to Romania, the fight against income poverty among young people should also be made more effective by Spain and Denmark.

The best social inclusion of young people for 2017 was expressed quantitatively on the basis of our integral indicator in the Czech Republic, Malta, Germany, the Netherlands, Slovenia and Austria. With the exception of the Netherlands, which has a relatively high risk of income poverty, all of these countries have had above average good results in all three dimensions. The Czech Republic and Slovenia have achieved the lowest threat of income poverty, followed by Hungary, Cyprus and Slovakia. Young peoples in the Netherlands, Germany and Austria, compared to other EU countries, had excellent conditions in labour market entry in 2017. Denmark achieved comparatively good result in the labour market exclusion dimension as in the Netherlands, but due to the high threat of income poverty, it was only at an average in the EU rankings.

In 2017, in comparison with 2008, the situation with respect to poverty and the social exclusion of young people aged 18–24 years has deteriorated mainly in Cyprus, Greece and Spain. In the case of Cyprus and Greece, this negative change was mainly due to an increase in the exclusion of young people from the labour market, which was the largest among the EU Member States in these two countries. The negative impact of the deteriorated labour market situation for young Greeks has been offset in the definitive values of the integral indicator by significant progress in the fight against monetary poverty. On the contrary, Spain has seen a negative development in this dimension (IP), with only Estonia, Ireland, Luxembourg and Lithuania recording a greater deterioration.

Between 2008 and 2017, poverty and the social exclusion of young people were largely eliminated in Hungary, Sweden, Poland, the Czech Republic, Bulgaria, Germany and Romania. We see that this group is dominated by the countries of Central Europe and especially the Visegrad Group (except Slovakia). Some significant achievements of Hungary and Sweden in the income poverty and labour market exclusion dimensions have been dampened by an increase in material deprivation among young people, the largest in the EU in the two countries in question. Poland, the Czech Republic and Germany have seen less progress in all dimensions, but this has resulted in a remarkable overall elimination of young people’s poverty and social exclusion. Bulgaria’s and Romania’s significant progress in the material deprivation and labour market dimensions have been partially reduced by the deterioration in income poverty.

Nowadays in the European Union, the youngest generation is the most affected by poverty and social exclusion. On the other hand, the expectations of economists for the younger generation are increasing, which is related to ‘unfavourable’ demographic development, the basic feature of which is an aging population. The social inclusion of the younger generation therefore must be included among the key objectives of the European Union. The results of the analyses presented in this article may contribute to this inclusion. The social policies of the EU countries under review could also be based on the results of our analyses, which reveal the phenomena to which the country should focus, in an effort to ensure the social inclusion of young people. As poverty and social exclusion of young people have specific features compared to the older population, appropriate methodologies, for measuring the individual partial phenomena of poverty and social exclusion, need to be put in place. These methodologies should provide the most accurate picture of the various dimensions of poverty and social exclusion of the relevant population. This article highlights some of the weaknesses in measuring poverty and social exclusion through the AROPE rate and its sub-indicators for the population of young people, and it presents an approach that assesses poverty and the social exclusion of youth more comprehensively and more objectively.
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Abstract

The socioeconomic performance of industrial small and medium-sized towns (SMSTs) in comparison to that of non-industrial SMSTs, is subject to evaluation in this paper, to see if the presence of industry has adverse effects on socioeconomic factors. We studied 32 variables accounting for dimensions of socioeconomic performance in Slovenian SMSTs and conducted various statistical tests. We found only minor differences between the two groups, pertaining mainly to some elements of economic structure and demography, and some mixed relations of industrial employment and socioeconomic performance. The results demonstrate that industrial SMSTs should not be labelled automatically as ‘disadvantaged’. We discuss why our results differ from general research expectations in the literature: in the local context, we outline the “egalitarian syndrome” and policies of polycentric spatial development; in the global context, we discuss the “failed tertiarisation effect” and the differences between post-socialist and “Western” countries. We conclude by proposing that research should be re-oriented towards the more place-sensitive issues of industrial towns across Europe.
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1. Introduction

Small and medium-sized industrial towns (SMSTs) are rarely perceived as an independent object of research, and little is known about their socioeconomic performance. Such towns are seen as having a dual problem. Firstly, small towns in general are “losers” in relative terms because they cannot compete with the agglomeration economies of larger metropolitan regions, which have more productive firms (Combes et al., 2012) or attract more knowledge workers and knowledge-intensive companies (Van Winden, 2010).

Secondly, those smaller towns with an economic base in traditional mining and industrial activities, such as steel and textiles, are more prone to urban decline because they are unable to find a niche in the international economic environment (Fol and Cunningham-Sabot, 2010; Martinez-Fernandez et al., 2012). They could easily fit into the category of (perceived) “places that don’t matter”, described by Rodriguez-Pose (2018) as lagging and declining areas with little economic potential. Traditional industrial SMSTs are thus characterised as having old productive economies, in contrast to the “new” productive economies supported by creative and knowledge-based activities (Hamdouch et al., 2017), indicating that industrial towns are inherently vulnerable and are more likely to experience the painful processes of restructuring in the near future.

On the other hand, researchers and policy makers largely ignore the socioeconomic performance of SMSTs (Meili and Mayer, 2017) in general, let alone those with an industrial economic base. The dominant research theme suggests that the presence of industry in towns is associated with pending deindustrialisation and consequently inferior socioeconomic performance, especially in the context of urban shrinkage, where older industrial urban areas are “economically disadvantaged” and prone to demographic shrinkage (Wolff and Wiechmann, 2018) or have unsustainable development trajectories (Vaishar et al., 2016). Despite all the research on (post)industrial urban development, however, few have empirically tested how the presence of a traditional industrial sector impacts the socioeconomic performance of SMSTs (Meili and Mayer, 2017), or it is limited only to a few employment and demographic variables (Hamdouch et al., 2017). Additionally, there is no research comparing industrial
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versus non-industrial towns to establish the effects of sectoral structure on the socioeconomic performance of SMSTs.

This paper attempts to bridge this research gap and empirically test the socioeconomic performance of industrial SMSTs in comparison to non-industrial SMSTs, and to see if the presence of industry has adverse effects on the socioeconomic aspects of SMSTs. Given the recent discussions on (re)industrialisation or the so-called Industry 4.0 (Davies, 2015), this paper first contributes to a renewed understanding of the role and the effects of the industrial sector on people living and working in SMSTs. This renewed understanding encompasses a wider array of socioeconomic variables, pertaining not only to economic performance and demographics but also to previously neglected aspects of the living environment and voting behaviours. Second, by understanding how industry in SMSTs affects their socioeconomic performance, we can add to the discussion on tailored (post)industrial policies, which do not favour only large, service-oriented and liberal urban environments but also consider the specifics of smaller industrial towns.

This research project is guided by two main research questions:

- Is there a difference in socioeconomic performance between industrial SMSTs and their non-industrial counterparts that have shifted towards consumption or service oriented economic activities; and
- What is the association between industry and socioeconomic performance in SMSTs?

We define industrial SMSTs as second- and third-tier towns with populations between 5,000 and 60,000, with a predominant industrial economic base. We explore this research problem in the case of Slovenia, which is interesting from several perspectives: Slovenia has one of the most polycentric urban structures in Europe (Meijers, 2008), similar to Switzerland, Germany or the Netherlands; and it has a specific urban system with a large share of SMSTs with an industrial profile. This makes Slovenia a good “test” case for conducting such research, in contrast with more de-industrialised countries where industrial SMSTs are scarce. Slovenia is also relatively unknown to the wider international research community but has an intermediate position in East Central Europe, often exhibiting mixed characteristics from the capitalist West and post-socialist East.

The paper is structured as follows: after the literature review, we describe the context of the Slovenian urban system, especially polycentrism, socialist industrialisation and egalitarianism, since they are important for understanding the results. In the methodological section, we present the selection of indicators and the two main methods used in the research. Afterwards, we present the results and later discuss them in relation to local specificities and link them with overarching global processes. The last section draws conclusions with special emphasis on future policies in industrial SMSTs.

### 2. Theoretical background

To understand why industrial SMSTs are repeatedly linked with urban decline and poorer socioeconomic performance, it is helpful to highlight the literature that influenced generations of urban researchers. The roots of the bleak view on the future of industrial towns can be traced back to Bell’s (1973) influential work on post-industrial society, where he predicted the transformation to more highly developed societies in which employment in manufacturing would decline while professional, technical and other service occupations would increase. Post-industrial urban paradigms, such as the informational city (Castells, 1989), the global city (Sassen, 1991), the cultural city (Scott, 1997), and the creative city (Landry, 2000; Florida, 2003), to name just a few, have painted a rather gloomy picture of traditional industrial activities, celebrating service-based economic activities in cities in one form or the other. Those paradigms were widely used to “prove” that culture-led development (Bailey et al., 2004) or the development of specialised services, amenities and knowledge-based institutions (Clark et al., 2002), can encourage economic and demographic growth in urban environments. Some research went further and tried to prove that post-industrial, service-based structures are associated with people being “happier”, having a better quality of life and greater personal well-being (Mellander et al., 2012).

The literature originating from this realm discusses how towns can transform, revitalise or gain functions, which is often biased towards the creative economy (Lorentzen and Heur, 2012). Industrial SMSTs are rarely presented outside of the context of shrinkage and are almost never represented by a wider and more comprehensive array of socioeconomic indicators. Nonetheless, industrial SMSTs are an important part of urban systems. One in five people in Europe lives in an industrial SMST (Koceva et al., 2016). It is estimated that 27% of the EU population lives in SMSTs (Servillo et al., 2017), and according to an SMST-employment study in six European countries, industrial employment remains an important component of the local economy since it is “overrepresented” in SMSTs compared to the national averages (Servillo et al., 2014).

Research linking the size of cities with economic success is also important in understanding why industrial SMSTs are perceived as inherently austere. Urban economists consider that increased city size is correlated with more dynamic productivity rates and stronger economic growth (Duranton, 2015). Frick and Rodriguez-Pose (2018) confirmed that in high-income countries, city size promotes better economic growth, while in developing countries the causality is reversed. The reasons for linking city size with better economic performance in high-income countries can be found in studies of economic diversity and knowledge flows, where larger cities have advantages. Larger cities “exhibit large concentrations and diversity of high human capital and skills and as such act as the ‘magnets’ towards which both international and interregional flows of capital and labour gravitate” (Dijkstra et al., 2013, p. 336). There is, however, evidence that smaller towns can also generate diversity despite lower concentrations of people and firms, by relying on other factors stemming from the closer social structure of smaller towns (Meil and Shearmur, 2019).

Considering the more economic aspects of urban growth, we should mention the debates about the relationships between industrial specialisation and the economic performance of cities. Storper (2013) argues that the driving force behind the economic growth of cities is specialisation, and that the recent inter-urban divergence is because some cities became specialised into knowledge intensive sectors. Other cities (mostly industrial ones, specialising in labour-intensive manufacturing) lack resilience and are lagging behind (Kemeny and Storper, 2015). There is also research...
on UK cities, however, that contradicts these notions. For example, Martin et al. (2016) found that employment growth is only marginally linked with sectoral specialisation, and they call for a better explanation of “city-specific” effects. A study of Czech micro-regions showed that manufacturing correlates with higher economic performance but also with higher regional vulnerability, and that in industrial areas, specialisation is still important for better economic performance (Ženka et al., 2015).

According to Ful and Cunningham-Sabot (2010), poorer socioeconomic performance in industrial towns is assumed. They write that “these cities [small cities], with few resources in the areas of research, education and qualified employment, and sometimes underserved by transport infrastructures, are unable to keep pace with competition from the large cities”, particularly exposing those small cities with a “reliance on a single industry … or even one large company” (2010, p. 13). The ESPON project, focusing on SMSTs in Europe (population between 5,000 and 50,000), has shown that traditional industrial towns face a problematic future, as a higher proportion of employment in industrial activities is associated with poorer job growth (Servillo et al., 2014). The results from this study also show that industrial SMSTs have lower unemployment rates compared to SMSTs with jobs in the service sector. According to Hamdouch et al. (2017), the majority of industrial SMSTs have had lower employment growth rates since 2000.

Recently, some alternative responses have emerged with a more positive stance towards industry in towns and cities. Some authors have focused on de-industrialised cities and towns and the negative effects of their tertiarisation on socioeconomic polarisation (Beatty and Fothergill, 2017; Gornig and Goebel, 2018). The results from this study also show that industrial SMSTs have lower unemployment rates compared to SMSTs with jobs in the service sector. According to Servillo et al. (2014), the majority of industrial SMSTs have had lower employment growth rates since 2000.

In sum, these studies show that we have a rather limited (and possibly) biased knowledge of the socioeconomic performance of industrial SMSTs, and that we do not know how specific aspects such as economy, employment, demography, living environment and voting behaviours, are expressed within them.

3. Key features of industrial small and medium-sized towns in Slovenia

Industrial SMSTs are a hallmark of the Slovenian urban system and are shaped by two distinct processes: (i) the long-standing policies of polycentric spatial development, and (ii) socialist industrialisation. Both are connected with egalitarianism as a dominant socio-cultural concept. To understand the context of this research and its results, brief overviews of egalitarianism, polycentrism and socialist industrialisation are necessary.

3.1 Egalitarianism

The “egalitarian syndrome” is a preference for an equal distribution of earnings without taking into account one’s position in the social division of labour (Zupanov, 1970). The effect of the egalitarian syndrome is especially significant for smaller communities (Gavrilits, 2012), which is why it is particularly useful for understanding the structural (im) balances between SMSTs. Egalitarianism as a dominant social value today, prevails not only among the majority of the Slovenian population but also among the ex-Yugoslav population (Burić and Stulhofer, 2016). Zupanov (1970) argued that the germ of the egalitarian syndrome in Yugoslavia should be sought in agrarian societies, characterised by scarcity and low levels of economic development. Hafner-Fink (2006), on the other hand, mentions at least two important sources of egalitarianism in Slovenia: the Communist ideology and the Christian religion (more precisely, the Roman Catholic tradition). Despite the opposite trends in some post-socialist contexts in Central and Eastern Europe that have introduced the neoliberal agenda more openly (Šykora and Bouzarovski, 2012), egalitarian values in Slovenia have been growing since the beginning of the 1990s (Velohar and Tiran, 2017). This explains to a large extent the high ranking of Slovenia among the most equal European countries, according to the income and wealth gap, together with Nordic and some Central and Eastern European countries, such as the Czech Republic and Slovakia (OECD, 2017a).

Egalitarianism as a dominant socio-cultural concept possibly influenced the long-standing policy focus on ensuring balanced regional development and suggesting the presence of multiple growth poles in Slovenia (Banerjee and Jesenko, 2014). Egalitarianism on a spatial level was reflected by polycentric policies in times of socialism to create conditions for the more uniform economic and social development of all parts of Slovenia, as well as to provide a uniform allocation of working places and social infrastructure. Even though political, economic and social transitions after the collapse of the Eastern Bloc brought a new planning orientation, the polycentric arrangement in Slovenia still remained understood as the reestablishment of approximately the same access to services and social infrastructure, the
opportunity to enable autonomy of decision making, and the management of certain administrative units and the development of local identity (Drozg, 2012). This is especially true for smaller and closed industrial communities with low mobility, which is characteristic of Slovenia.

3.2 Polycentric spatial development and socialist industrialisation

The primary trait of the Slovenian urban system is the dominance of smaller towns (Sýkora and Mulíček, 2017), due to the traditionally dispersed settlement system and polycentric policies during the socialist and post-socialist eras because of the “egalitarian syndrome”. The introduction of a communal system in the 1960s strongly favoured the development of smaller towns, which were seen as an extension of state power and were developed with jobs, public services and financial subsidies (Nared, 2018). This was seen as a step towards better social and territorial justice and had strong ideological connotations. Around 13–15 regional centres were somewhat neglected, especially after the 1990s when a new local self-government reform was adopted. This policy recognised only two spatial levels of government: the local (municipal) and state levels, whereas the regional level of government was only administrative. This exacerbated the unevenness of the Slovenian urban system, which is reflected in the lack of regional capitals or medium-sized towns with populations above 60,000, and a strong presence of small towns below 20,000 inhabitants that typically display an “oversupply” of public services and functions in comparison to medium-sized towns (Nared et al., 2017). There are only two large towns with 100,000 inhabitants or more (Ljubljana and Maribor). Contemporary polycentric policies continue to pursue the principle of balanced spatial development, which might explain why Slovenia is one of the most polycentric European countries (Meijers, 2008). Moreover, some recent spatial studies advocate lesser agglomerative tendencies in Slovenia (Kozina and Bole, 2018), compared to other countries in Central and Eastern Europe (Egedy and Kovács, 2009; Slach et al., 2013) and metropolitan areas in Western Europe (Boix et al., 2015).

Small towns that became municipal centres in the 1970s were further developed with new economic functions – for instance, every town was “equipped” with at least one industrial plant, accompanying apartment buildings built for industrial workers, and basic social infrastructure (Drozg, 2012). Before that, industry was concentrated in medium-sized and large towns. This industrialisation of smaller towns and even rural areas (Zavodnik Lamovšek et al., 2008) became the second trait of the Slovenian urban system. After the transition from a socialist to a market economy, some SMSTs as well as large towns became deindustrialised, but the majority of towns kept their industrial profile (Bole, 2012). SMSTs have 36% industrial workplaces (Bole et al., 2017), which is 7% higher than the national average and 14% higher than the EU-28 average (Eurostat, 2017).

4. Methodology

4.1 Definition of industrial small and medium-sized towns in Slovenia

Although we acknowledge the criticism of population-based definitions because of the arbitrariness of any population threshold (Brenner and Schmid, 2014), delimitations of SMSTs in Slovenia are quite constant in representing towns between 5,000–60,000 inhabitants. Our classification is based on previous research (Bole, 2012; Bole et al., 2015), in which we have used the same population thresholds. This population criterion is also close to the one used in other research, for instance, in the ESPON town study or the Swiss study, where the population criterion for an SMST was from 5,000 to 50,000 inhabitants (Meili and Mayer, 2017; Servillo et al., 2017). The spatial units of analysis are 212 municipalities, which correspond to local administrative units (LAU level 2), according to the Nomenclature of Territorial Units for Statistics (NUTS) of EUROSTAT. With this criterion, we identified 84 small and 16 medium-sized towns with 1,352,000 people, representing 66% of the national population.

If population size is a straightforward criterion that is consistently used in other studies, delimiting industrial towns from non-industrial ones is more difficult, as thresholds are always arbitrary. To select industrial and non-industrial SMSTs, we decided to use the standard deviation grouping technique on the proportion of industrial workplaces. This is a common method and is particularly useful when the purpose is to show deviations from the mean of a data array (Nelson, 1955; Ricketts and Sawhill, 1988), which allows us to make a distinction between “the most” and “the least” industrialised towns. We used 0.5 standard deviations above and below the mean measure, which cuts off SMSTs with more than 42.8% of industrial workplaces and SMSTs with less than 29.8% of industrial workplaces. Our definition of industry includes B (mining and quarrying), C (manufacturing) and F (construction) sectors based on the NACE classification.

To sum up, the two criteria used to define industrial and non-industrial SMSTs are:

1. Population criterion: SMST (population from 5,000 to 60,000); and
2. Industrial criterion: a) industrial SMST (above M + 0.5 SD (42.8%) of industrial workplaces); and b) non-industrial SMST (below M – 0.5 SD (29.8%) of industrial workplaces).

According to these criteria, 23 municipalities represent industrial SMSTs (21 small and two medium-sized towns), 30 municipalities represent non-industrial SMSTs (25 small and five medium-sized towns), while 47 municipalities fall into the “middle category” (38 small and nine medium-sized towns; see Fig. 1). The territorial distribution of industrial SMSTs is not uniform and is scattered across the country, with minor concentration tendencies around two larger towns (Figure 1). There appears to be no general rule for their distribution, however. Industrial SMSTs around Ljubljana are typically peripheral and located in hilly areas, with a strong manufacturing or mining tradition. Those closer to Maribor to the east have better transportation access and industrial activities tied closely to the recent socialist industrialisation.

4.2 Selection of indicators

We selected two types of indicators for the analysis: the structural and the socioeconomic indicators. The first type of indicator represents general economic structure and measures selected characteristics of the economic base, with a focus on its competitiveness – such as technology intensity, investment, and growth. They are added for contextual purposes to better understand and describe the conditions in SMSTs. The second type of indicators are
socioeconomic indicators and are central to this research, since they are needed to compare the performance of industrial and non-industrial SMSTs. They are further divided into four dimensions: employment, demography, living environment and voting behaviour. Employment and demographic characteristics are the most straightforward and frequently measured dimensions of socioeconomic performance in the area of research (Wirth et al., 2016; Vaishar et al., 2016; Meili and Mayer, 2017). We tried to include a wider array of both types of indicators, but we were limited by the availability of data collected at town level. Employment indicators are comparable to the above-mentioned research (average income, unemployment, share of commuters and foreign workforce), with an additional indicator of the share of long-term unemployment, which can lead to a culture of unemployment and urban poverty (Engbersen et al., 2006). Demographic indicators are also standard: total population, ageing index and population growth in several time periods after 1991 (independence of Slovenia), to better indicate periods of population growth or decline.

In contrast to other studies, which limited socioeconomic indicators to demographic and economic variables, we included two additional dimensions. Living environment, encompassing the relevant housing, spatial and social conditions of the municipality, was added, as it is an important aspect of a town’s success or attractiveness (Buch et al., 2014; Hospers, 2014) and parallels the emergence of policy approaches for small towns, which go beyond economic growth and include or even focus on quality of life and the environment (Knox and Mayer, 2013; Pink and Servon, 2013; Wirth et al., 2016). We also hypothesised a political dimension as relevant from our research perspective, as an indirect indicator of socioeconomic performance. Some scholars have argued that political orientation of a certain place is strongly linked or even driven by their vulnerability and relative economic performance (Rodríguez-Pose, 2018), while there is plenty of evidence that economic deprivation, insecurity, grievance and decline of a place can lead to decreasing voter turnout (Blais, 2006), and the emergence of and support for new populist and radical parties and movements (Inglehart and Norris, 2016; Rooduijn et al., 2017; Dijkstra et al., 2019). Therefore, we included voting behaviour indicators in the analysis, using voter turnout and support for radical political parties in the 2018 parliamentary election. Radical left and radical right parties were defined based on previous studies (Burgoo et al., 2019) and expert surveys of party programmes (Polk et al., 2017): the radical left party is The Left; radical right parties are the Slovenian Democratic Party and the Slovenian National Party.

The selected indicators (see Tab. 1) represent each respective dimension, complement each other (within and across dimensions), and can also partly be found in other similar studies in this research area of analysing the socioeconomic performance of spatial structures (Andreoni and Galmarini, 2016; Vaishar et al., 2016; Meili and Mayer, 2017). All the data were retrieved from the Statistical Office of the Republic of Slovenia, and public records such as the National Institute of Public Health, the Slovenian Intellectual Property Office and the State Election Commission, and are valid for 2015, 2016 or 2018 or refer to a selected period (e.g. 1991–2016): these are the ‘Sources’ for the data presented in Table 1.

4.3 Methods

To assess differences in socioeconomic factors between industrial and non-industrial SMSTs, we studied 22 variables representing the four dimensions of socioeconomic structure and an additional 11 variables describing the general economic structure (Tab. 1). We conducted Mann-Whitney tests for the first research objective to find differences in socioeconomic aspects between industrial and non-industrial SMSTs. This test is the nonparametric equivalent to the independent samples t-test, which determines whether there is a statistically significant difference between the means in two unrelated groups – in our case between industrial and non-industrial towns.
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th>Industrial SMSTs (N = 23)</th>
<th></th>
<th>Non-industrial SMSTs (N = 30)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean</td>
<td>SD</td>
<td>Min.</td>
<td>Max.</td>
<td>Mean</td>
<td>SD</td>
<td>Min.</td>
</tr>
<tr>
<td><strong>Structural indicators</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Share of employment in the industrial sector</td>
<td>53.81</td>
<td>8.98</td>
<td>43.00</td>
<td>77.90</td>
<td>21.84</td>
<td>5.81</td>
<td>5.70</td>
</tr>
<tr>
<td>Share of medium-tech companies</td>
<td>1.26</td>
<td>0.46</td>
<td>0.42</td>
<td>2.40</td>
<td>0.71</td>
<td>0.29</td>
<td>0.00</td>
</tr>
<tr>
<td>Share of high-tech companies</td>
<td>0.18</td>
<td>0.22</td>
<td>0.00</td>
<td>0.89</td>
<td>0.16</td>
<td>0.22</td>
<td>0.00</td>
</tr>
<tr>
<td>Share of medium- and high-tech companies</td>
<td>1.44</td>
<td>0.57</td>
<td>0.42</td>
<td>2.61</td>
<td>0.87</td>
<td>0.43</td>
<td>0.00</td>
</tr>
<tr>
<td>Share of people employed in medium- and high-tech companies</td>
<td>9.51</td>
<td>10.69</td>
<td>0.00</td>
<td>37.37</td>
<td>2.45</td>
<td>2.44</td>
<td>0.00</td>
</tr>
<tr>
<td>Share of medium-sized and big companies</td>
<td>1.47</td>
<td>0.53</td>
<td>0.64</td>
<td>2.75</td>
<td>0.91</td>
<td>0.45</td>
<td>0.22</td>
</tr>
<tr>
<td>Share of people employed in medium-sized and big companies</td>
<td>55.33</td>
<td>11.12</td>
<td>37.63</td>
<td>81.02</td>
<td>35.10</td>
<td>18.56</td>
<td>0.00</td>
</tr>
<tr>
<td>Investment index per capita</td>
<td>2.37</td>
<td>1.50</td>
<td>0.52</td>
<td>6.13</td>
<td>1.97</td>
<td>1.79</td>
<td>0.40</td>
</tr>
<tr>
<td>Share of high-growth companies</td>
<td>0.27</td>
<td>0.23</td>
<td>0.00</td>
<td>0.85</td>
<td>0.26</td>
<td>0.24</td>
<td>0.00</td>
</tr>
<tr>
<td>Number of patents 1991–2016 per 1000 inhabitants</td>
<td>0.0023</td>
<td>0.0021</td>
<td>0.0050</td>
<td>0.0096</td>
<td>0.0015</td>
<td>0.0010</td>
<td>0.0000</td>
</tr>
<tr>
<td>Value added per employee (net)</td>
<td>37,630</td>
<td>7,185</td>
<td>26,398</td>
<td>52,212</td>
<td>37,715</td>
<td>7,542</td>
<td>25,856</td>
</tr>
<tr>
<td><strong>Socioeconomic indicators</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Employment</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Average income (gross)</td>
<td>1,420</td>
<td>127</td>
<td>1,180</td>
<td>1,695</td>
<td>1,450</td>
<td>210</td>
<td>1,157</td>
</tr>
<tr>
<td>Share of unemployed</td>
<td>11.26</td>
<td>3.36</td>
<td>5.20</td>
<td>17.60</td>
<td>12.04</td>
<td>4.03</td>
<td>5.90</td>
</tr>
<tr>
<td>Share of long-term unemployed</td>
<td>5.78</td>
<td>2.07</td>
<td>2.10</td>
<td>10.30</td>
<td>6.18</td>
<td>2.56</td>
<td>2.50</td>
</tr>
<tr>
<td>Share of commuters</td>
<td>56.77</td>
<td>13.78</td>
<td>26.90</td>
<td>78.00</td>
<td>64.23</td>
<td>15.79</td>
<td>31.50</td>
</tr>
<tr>
<td>Share of foreign workforce</td>
<td>5.91</td>
<td>3.39</td>
<td>1.10</td>
<td>16.53</td>
<td>6.66</td>
<td>3.74</td>
<td>1.00</td>
</tr>
<tr>
<td>Demography</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Population</td>
<td>10,409</td>
<td>6,394</td>
<td>5,007</td>
<td>32,747</td>
<td>13,872</td>
<td>12,018</td>
<td>5,138</td>
</tr>
<tr>
<td>Population growth 1991–2016</td>
<td>0.04</td>
<td>0.12</td>
<td>-0.18</td>
<td>0.34</td>
<td>0.09</td>
<td>0.18</td>
<td>-0.36</td>
</tr>
<tr>
<td>Population growth 1991–2000</td>
<td>0.01</td>
<td>0.04</td>
<td>-0.05</td>
<td>0.09</td>
<td>0.03</td>
<td>0.07</td>
<td>-0.06</td>
</tr>
<tr>
<td>Population growth 2000–2010</td>
<td>0.02</td>
<td>0.06</td>
<td>-0.10</td>
<td>0.15</td>
<td>0.05</td>
<td>0.08</td>
<td>-0.06</td>
</tr>
<tr>
<td>Population growth 2010–2016</td>
<td>0.00</td>
<td>0.03</td>
<td>-0.08</td>
<td>0.06</td>
<td>0.00</td>
<td>0.07</td>
<td>-0.07</td>
</tr>
<tr>
<td>Ageing index</td>
<td>120.51</td>
<td>26.90</td>
<td>67.50</td>
<td>171.70</td>
<td>134.64</td>
<td>33.17</td>
<td>77.90</td>
</tr>
<tr>
<td>Living environment</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Average useful floor space (m²) per dweller</td>
<td>28.08</td>
<td>1.74</td>
<td>25.20</td>
<td>31.00</td>
<td>28.26</td>
<td>2.58</td>
<td>25.50</td>
</tr>
<tr>
<td>Finished dwellings 2007–2016 per 1000 inhabitants</td>
<td>15.35</td>
<td>6.74</td>
<td>4.60</td>
<td>27.50</td>
<td>13.15</td>
<td>4.68</td>
<td>3.70</td>
</tr>
<tr>
<td>Share of dwellings without appropriate basic infrastructure</td>
<td>4.87</td>
<td>2.52</td>
<td>1.30</td>
<td>13.00</td>
<td>5.22</td>
<td>3.42</td>
<td>1.90</td>
</tr>
<tr>
<td>Days of sick leave per employee</td>
<td>14.55</td>
<td>2.35</td>
<td>9.18</td>
<td>27.90</td>
<td>13.55</td>
<td>2.52</td>
<td>9.59</td>
</tr>
<tr>
<td>Share of dwellings built before 1946</td>
<td>21.69</td>
<td>10.64</td>
<td>8.48</td>
<td>57.24</td>
<td>22.96</td>
<td>7.66</td>
<td>7.27</td>
</tr>
<tr>
<td>Share of brownfields</td>
<td>0.0007</td>
<td>0.0011</td>
<td>0.0000</td>
<td>0.0041</td>
<td>0.0006</td>
<td>0.0010</td>
<td>0.0000</td>
</tr>
<tr>
<td>Mortality rate</td>
<td>1,035.63</td>
<td>186.42</td>
<td>753.05</td>
<td>1,378.01</td>
<td>1,023.68</td>
<td>185.60</td>
<td>711.88</td>
</tr>
<tr>
<td>Days of sick leave per employee</td>
<td>21.69</td>
<td>10.64</td>
<td>8.48</td>
<td>57.24</td>
<td>22.96</td>
<td>7.66</td>
<td>7.27</td>
</tr>
<tr>
<td>Share of dwellings built before 1946</td>
<td>21.69</td>
<td>10.64</td>
<td>8.48</td>
<td>57.24</td>
<td>22.96</td>
<td>7.66</td>
<td>7.27</td>
</tr>
<tr>
<td>Share of brownfields</td>
<td>0.0007</td>
<td>0.0011</td>
<td>0.0000</td>
<td>0.0041</td>
<td>0.0006</td>
<td>0.0010</td>
<td>0.0000</td>
</tr>
<tr>
<td>Voting behaviour</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Voter turnout on parliamentary election</td>
<td>3.37</td>
<td>1.51</td>
<td>1.15</td>
<td>6.09</td>
<td>3.43</td>
<td>1.67</td>
<td>1.13</td>
</tr>
<tr>
<td>Share of vote for radical right parties</td>
<td>0.34</td>
<td>0.07</td>
<td>0.36</td>
<td>0.45</td>
<td>0.30</td>
<td>0.08</td>
<td>0.17</td>
</tr>
<tr>
<td>Share of vote for radical left parties</td>
<td>0.07</td>
<td>0.02</td>
<td>0.04</td>
<td>0.33</td>
<td>0.08</td>
<td>0.03</td>
<td>0.03</td>
</tr>
</tbody>
</table>

Tab. 1: Descriptive statistics of the variables used. Source: authors’ calculations based on the data from Statistical Office of the Republic of Slovenia, National Institute of Public Health, the Slovenian Intellectual Property Office and the State Election Commission.
To answer the second research objective on the association between industry and socioeconomic performance, we conducted a correlation analysis, using Pearson’s coefficient ($r$). Some variables were not normally distributed according to the Kolmogorov-Smirnov test and the Q-Q plot. We transformed the data by applying square, square root, reciprocal, or log functions. For the variables share of high-tech companies, share of people employed in medium and high-tech companies, and share of degraded urban areas, the transformations were not successful and were excluded from the initial analysis. For these indicators, a Spearman’s rho coefficient was calculated as a non-parametric counterpart to Pearson’s $r$.

5. Results

5.1 Significant differences between industrial and non-industrial SMSTs

As seen from the descriptive statistics in Table 1, differences in the means of indicators are quite subtle. To test if the differences between industrial and non-industrial SMSTs in Slovenia are statistically significant we conducted Mann-Whitney tests. The results are statistically significant ($p < 0.05$) only for the following indicators:

- Share of employment in the industrial sector ($U = 0.00$, $z = -6.19$, $p = 0.000$, $r = -0.85$);
- Share of medium-tech companies ($U = 98.00$, $z = -4.43$, $p = 0.000$, $r = -0.61$);
- Share of medium- and high-tech companies ($U = 136.50$, $z = -3.74$, $p = 0.000$, $r = -0.51$);
- Share of medium-sized and big companies ($U = 133.00$, $z = -3.81$, $p = 0.000$, $r = -0.52$);
- Share of people employed in medium-sized and big companies ($U = 113.00$, $z = -4.17$, $p = 0.000$, $r = -0.57$);
- Share of commuters ($U = 229.50$, $z = -2.07$, $p = 0.038$, $r = -0.28$).

The statistical tests reveal that differences between industrial and non-industrial SMSTs are in most cases not significant. Statistically significant differences relate mainly to the structural indicators. For instance, it is obvious that industrial SMSTs have smaller populations, and right-wing political parties which may explain the lower share of commuters.

The only significantly different socio-economic indicator is the share of commuters ($r = -0.28$), i.e. in industrial towns the share of commuters is lower. This confirms an initial finding that industry depends on local workers and reflects a more “closed” labour market, which was also found in the Swiss case, where it was established that these types of towns are more isolated from larger neighbouring centres and might be too far away from them to be able to “borrow size” (Kauffmann and Meili, 2019; Meili and Mayer, 2017).

In Slovenian case, this “closed” labour market of industrial towns is probably also due to their geographic location in peripheral areas. We might speculate that, in Slovenia, a more peripheral location enabled those towns to continue with industrial development, since there was no option for workers to commute daily to larger services-oriented towns. In a way, peripheral location was responsible for those industrial towns to be able to better adapt to various restructuring events and shocks. For instance, the case of Jutland – an industrial, successful and peripheral region in Denmark – showed how entrepreneurs were required to be more technologically advanced, innovative and internally organised to compete with the economies of metropolitan areas (Hansen, 1991).

No other socioeconomic indicator was statistically significantly different, leading to the conclusion that there are no major differences in socioeconomic performance between industrial and non-industrial SMSTs in Slovenia. These findings contradict some other studies, which state that industrial towns face poorer socioeconomic development with regard to unemployment (Hamdouch et al., 2017), population decline and educational structure (Vaishar et al., 2016), or demographic and economic decline (Fol and Cunningham-Sabot, 2010).

5.2 Relationship between industry and the socioeconomic indicators of SMSTs

Since the socioeconomic differences between industrial and non-industrial SMSTs are subtle, we tried to establish if there is any correlation between industry and other dimensions of socioeconomic performance in all SMSTs in Slovenia. This is especially important because the presence of industry in previous research is associated with poorer job growth (Servillo et al., 2014), demographic shrinkage (Wolff and Wiechmann, 2018), unsustainable development (Vaishar et al., 2016) and unemployment (Hamdouch et al., 2017).

The correlation between industry and general economic structure indicators (Tab. 2) show that a greater presence of industrial activity is positively related to larger and medium-tech companies. This is a legacy of the socialist industrialisation, which favoured large labour-intensive industrial plants. Despite the fact that the current economic base is mostly medium-tech (automotive, electrical appliance, pharmaceutical and metal products industries), it shows some significant innovative potential due to a higher concentration of patents, which indicates positive transformative capacities (Kozina and Bole, 2018).

The correlation analysis between industrial employment and socioeconomic performance returned similar results to the Mann-Whitney tests. Industry is negatively associated with the commuting ratio, which re-affirms the notion of industrial areas representing more closed and vulnerable societies that may additionally increase intolerance. This notion is also reflected in the positive correlation between industrial employment and support for radical right parties. This could relate to increasing levels of economic insecurity or even fear in the context of post-industrialisation and (hyper)globalisation, which contributed to the decline of many industrial areas in Western societies, making the electorate susceptible to campaigns of populist and radical parties (Rydgren, 2012; Inglehart and Norris, 2016; Obschonka et al., 2018). In Slovenia there is another possible explanation connected with this association: industrial SMSTs have smaller populations, and right-wing parties in Slovenia have historically performed better in smaller towns (Tiran, 2015).

Industry is also negatively associated with the average useful floor space per dweller. Because a significant share of their housing stock originates from the (pre)socialist era, when the construction of working colonies (earlier) and multi-storey blocks with smaller flats (later), was popular,
industrial towns have a lower housing standard from this perspective today. The dwellings still have a smaller surface area, which is expected since traditional workers’ apartments were built under different circumstances and building criteria. Approximately 20% of these apartments were built before the Second World War.

Unexpectedly, industry is negatively related to the ageing index, implying that a better age structure of industrial SMSTs, in comparison to non-industrial SMSTs, means that industrial towns have a somewhat better demographic outlook. This triggers interesting research questions and policy implications.

This correlation analysis reconfirms that industrial SMSTs are not necessarily disadvantaged concerning their socioeconomic performance. Moreover, the presence of industry in Slovenian SMSTs is not associated with poor overall performance, as was the case in other research presented in the earlier theoretical background.

6. Discussion

The main principles appearing from our results are twofold. First, there are very few statistically significant differences in socioeconomic structure between industrial and non-industrial towns in Slovenia. Of 22 socioeconomic variables, only one (share of commuters) differs significantly. Second, the association between industry and other socioeconomic variables is very subtle with few significant and generally weak correlation coefficients. Our results demonstrate several opposing views with respect to previous research. Below, we discuss the potential reasons for this apparent mismatch. We start with locally-specific explanations and discuss them with respect to the distinctive socioeconomic trajectories of Slovenia. We follow up with discussing the post-industrial transformation in Slovenia, which might have influenced the results. We finish with discussing this study in comparison with other studies and by assessing some of the limitations of this analysis.

6.1 The specific economic trajectory of Slovenia

It has to be stressed that Slovenia has had some very specific economic policies, which might contribute to the lack of significant differences between industrial and non-industrial SMSTs. In contrast to other Central and Eastern European countries, where new industrial development was spurred by foreign industrial investments (Pavlinek, 2004; Novotná and Novotný, 2019), the present-day industrial development in Slovenia is mostly based on endogenous development of companies that managed to transform from former ‘socialist-style’ factories into global ventures (Bole et al., 2019). The economy of Slovenia is considered to be very export-orientated (41% of GDP in 2014), one of the highest in the OECD (OECD, 2017b). It is interesting to note that according to research on the recent economic recession, Slovenian towns with an export-oriented economic base were more resilient (Lapuh, 2018). Industrial SMSTs generally belong to this category and many of them were either unaffected by the recession or recovered more rapidly, which might also explain why industrial SMSTs do not underperform compared to non-industrial ones. If Slovenian industrial towns were less export-oriented, they would perhaps exhibit poorer socioeconomic indicators due to lower levels of adaptation and resilience dynamics.

The small town of Idrija is an example of such an export-oriented town, because it was transformed from a former mercury mining town to a major and globally important supplier in the automotive industry (Urbanč et al., 2012). Many other successful Slovenian industrial towns specialised into niche manufacturing sectors, such as electrical components manufacturing, the chemical industry ... and are labelled as “single-industry towns” or “post-socialist champions” (Bole et. al., 2019, p. 77). But it would be premature to say that industrial specialisation leads to better performance, as is the case in Czech micregions (Ženka et al., 2015), especially since successful single-industrial towns in Slovenia are actively developing new paths from older industrial traditions.

There are some interesting research findings, which indicate the positive influence of industrial culture in smaller and older industrial cities through neo-industrialisation strategies of flexible specialisation, the knowledge economy and the fostering of the “pioneering spirit” (Görmar and Harfst, 2019; Harfst et al., 2018; Pipan, 2018). Industrial towns proved very resilient to recent economic shocks because they were able to adapt in what Pike at al. (2010, p. 62) call the “renewal of a pre-conceived and previously successful development path”. They are using old industrial paths to create new ones: either directly in a process called
“layering” as found in Czech microregions, where an original industrial specialisation adds new layers through an implantation of export-oriented (Ženka et al., 2019); or indirectly through industry-related activities (industrial heritage tourism, education based on industrial knowledge and skills, etc.).

6.2 Specific post-industrial transformation in Slovenia

One process that could influence our results is the absence of the so-called “failed tertiarisation” effect in Slovenia. Some authors suggest that urban shrinkage and poor socioeconomic performance is a problem of failed post-industrial transformations or tertiarisation and not of industry as such (Bartholomeae et al., 2017). Gornig and Goebel (2018) explain how tertiarisation left deep scars on cities by forsaking certain achievements from the industrial age, such as collective wage setting and the welfare state. The shift to the service sector also brought increasing social polarisation linked to policies deregulating the labour market. Beauty and Fothergill (2017, p. 177) describe how deindustrialised regions in the UK have been hit by social problems, and even call for “a rebalancing of the UK economy in favour of industry”. Although there are deindustrialised towns in Slovenia, we must not forget that the embedded egalitarianism of the society managed to maintain its welfare state. Consequently, Slovenia has one of the lowest wage and wealth gaps in Europe (OECD, 2017a). Perhaps this is the reason that failed tertiarisation effect was not felt to the same extent as some other countries, which can explain weak socioeconomic differences between industrial and non-industrial SMSTs.

Perhaps we should also consider the proposition that there are macroregional differences in Europe and that towns in Central and Eastern Europe develop differently to those in the West. This could also explain our results. Krzysztofik et al. (2016) stipulated that post-industrialism, understood as industrial change, is accompanied by deindustrialisation and urban shrinkage, but simultaneously, at least in Central Europe, re-industrialisation is taking place. Re-industrialisation in certain regions of the Czech Republic, Slovakia and Poland (Krzysztofik et al., 2019), as well as in Croatia (Lončar and Braićić, 2016), is not only a consequence of newly-established plants from abroad but also due to the expansion and modernisation of traditional industry in towns (Industry 4.0). A modern post-industrial region can simultaneously experience processes of re-industrialisation, industrial stabilisation or deindustrialisation. Analogically, towns can experience urban growth and better socioeconomic performance (re-industrialisation) or urban shrinkage (deindustrialisation). We cannot claim that the case of Slovenia represents a standard situation across the whole of Europe, or even East Central Europe. The above-mentioned examples, however, could potentially lead to a conclusion that there are some common patterns of adaptation dynamics, such as re-industrialisation, at least in certain regions of Central and Eastern Europe, and that this is the reason why the socioeconomic situation in Slovenian industrial towns cannot be compared to Switzerland or other countries with a longer capitalist tradition. Post-socialist countries have reintegrated differently to the global economic and spatial structures, and present different current and future development trajectories (Novotný et al., 2016).

6.3 Limitations and future research orientations

As well, there are other possibilities why the results of this study differ significantly from previous research. When we investigated whether there are statistically significant differences between the most and the least industrial towns, deindustrialised towns were generally not included in the analysis, since they did not meet the required 0.5 SD threshold of the share of industrial workplaces. Deindustrialised towns have below average industrial employment and were thus not a part of the industrial towns group, although cognitively they are considered as “industrial”. This engenders more research for those shrinking deindustrialised towns faced with the failed tertiarisation effect, and for research demonstrating the heterogeneity and variety of industrial towns. We agree with those authors emphasising the evolutionary perspective on reindustrialisation in Europe, showing the importance of adaptive capabilities according to context- and place-specific structures (Wink et al., 2015).

Additionally, we used statistical analysis to detect differences between two types of smaller towns and a correlational analysis to detect patterns of association in any statistical relationship, whether causal or not, between industrial employment and other socioeconomic indicators. We offered a descriptive snapshot of socioeconomic analysis, but not causality – from our results we know that industrial employment interacts with certain variables, such as the share of votes for radical right parties, but it would be premature to say that industry “causes” populist and radical movements. To delve further into causalities, directionality and other processes (for instance industrial specialisation versus diversification in socioeconomic performance), we would need better sets of data combined with more complex statistical methods, such as multi-level models.

Another potential reason for the different results of this study compared to others could be in differences in data and methodologies. Although we have established that similar research on a national level is extremely limited, we should also acknowledge their methodological heterogeneity. For example, the Czech example (Vaishar et al., 2016) considers towns with population thresholds from 3,000 to 15,000 people, while the Swiss (Meili and Mayer, 2017) and the European study (Servillo et al., 2017) have thresholds similar to ours. In the European study (Servillo et al., 2014), the selection of towns was predetermined and based on 31 case study towns across Europe, while other studies included SMSTs in the entire national urban system. Methodologically, there are important differences as well, from data collection to analytical procedures. We believe it is important to conduct more unbiased, cross-national and methodologically comparative research on the socioeconomic performance of industrial towns to understand them, and avoid the residents’ fear of being left behind and of having no future (Rodríguez-Pose, 2018), which might lead to proneness to populism and political radicalisation (Dijkstra et al., 2019).

7. Conclusions

This paper attempted to test the socioeconomic performance of industrial SMSTs in comparison to their non-industrial counterparts, and to see if the presence of industry has adverse effects on employment, demography, the living environment and voting behaviours. The results, based on multiple and diverse indicators, do not confirm the adverse effect of industry on socioeconomic performance. In fact, only minor differences between industrial and non-industrial SMSTs exist, pertaining mainly to employment and the living environment (slightly better in non-industrial SMSTs). This finding does not reflect mainstream literature on post-industrial discourse, which clearly favours the
development of a service-based economy, often as the only way forward for industrial towns and regions. Our theoretical suggestion is that industrial SMSTs should not be viewed too simplistically as some sort of remnant of the industrial past. The sheer fact that SMSTs in Europe exhibit above-average industrial employment compared to national averages, should render them an independent subject of further research and strategic policy-making. No European country, however, has an exclusive policy directed specifically to SMST development (Atkinson, 2017), let alone to that of industrial SMSTs. Local policies in SMSTs are found to have a limited impact on the local economy since they lack expertise and seem to be too small-scale to influence economic development – but they do have more control over land-use planning and the general attractiveness of towns (Kaufman and Meili, 2019).

Ferm and Jones (2017) have argued that cities need to plan for new industry if they are to be economically and socially resilient, sustainable and vibrant. If industrial activities are not planned, there is always a danger that unforeseen ad hoc industrial development might bring further environmental concerns and have adverse consequences on the socioeconomic well-being of SMSTs. This is important for Slovenian industrial SMSTs because they exhibit slightly worse housing standards. These less favourable living environment conditions indicate that policies on industrial SMSTs should focus on enabling a better quality of life, strengthening (industrial) town identity with local sports and cultural activities – all those factors are important elements of retaining people and fostering diversity (Meili and Shearmur, 2019) that could also attract a younger population and the (higher income) high-tech sector.

We can only agree with Rodríguez-Pose (2018), who is proposing a shift towards more place-sensitive development policies in “places that don’t matter”, instead of uncritically embracing the idealistic culture-led discourse with no support from the local communities. Instead, we propose the re-orientation of the research and policy fields towards addressing the real socioeconomic issues of industrial SMSTs, such as a lower quality of the living environment and rise of radicalism. It would be best to focus policy making on the advantages and untapped potential of industrial SMSTs – over larger and more service-oriented urban environments.
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1. Introduction

In geographical and sociological research, mobility is a concept that encompasses both the multi-scale movement of people, goods, capital and information, and the local phenomena related to daily trips and travelling in the public space (Hannam et al., 2006). In this article, we focus on spatial mobility, which Kaufmann (2005) divides into four types: (I) short-term, within a certain distance of home – daily mobility; (II) short-term, outside a certain distance of home – travel (including tourism); (III) long-term, within a certain distance of home – residential change; (IV) long-term, outside a certain distance of home – migration (Borowska-Stefańska and Wiśniewski, 2019; Komornicki, 2011).

In line with this classification, our studies focus mainly on short-term mobility within a certain distance of home. Mobility results from trips taken to fulfil certain needs (Hannam et al., 2006). Numerous studies on transport behaviours indicate the strong position of shopping in the hierarchy of such needs (Carp, 1988; Vilhelmson, 1999; Kraft, 2014). The introduction of legislation with respect to shopping days – such as the Polish Act on retail restrictions on Sundays and public holidays, as well as some other specified days (Item 305 published in the Official Journal of Laws of the Republic of Poland (“Dziennik Ustaw”)) in March 2018, has become a barrier restricting the possibilities of fulfilling this particular need.

Existing studies – conducted by various researchers, including economists (Szromnik, 2017), sociologists (Szul, 2015), and geographers (Rochmińska, 2016) – demonstrate that shopping and spending leisure time in trading facilities is an important and popular element of people’s Sunday activities. In Poland, the traditional, Catholic image of the weekend (and Sunday in particular)
has undergone dramatic changes during the period of social, political and economic transformation (Cábyová et al., 2014; Szromnik and Wolanin-Jarosz, 2018). Changes in the job market have brought about alterations to working conditions, including varied forms and rules of employment, which are translated into substantial changes to the ways and standards of social life of both individuals and whole families, including, in particular, the amount and ways of spending free time (Rochmińska, 2011). Therefore, it appears to be quite legitimate to scrutinise the impact that the statutory restrictions have exerted on people’s transport behaviours in Poland.

The research reported here focuses on the transport behaviours of residents in a large city, their mobility (expressed by traffic volumes on the road and street network), and the effects of legal regulations related to Sunday trading. The juxtaposition of these three elements allows us to analyse the impact of the legislation – implemented to protect employees’ rights to free Sundays by releasing those in the retail trade from their obligation to work on Sundays, and to create equal competition opportunities for the smallest retail shops (which reported the greatest losses when big-box stores appeared on the Polish market) – on social behaviours, whose transformation legislators did not take into account. Such behaviours include those related to transport – understood as a statistically-described set of transport decisions made by a specified population in a given territorial unit, and identified on the basis of a questionnaire survey and traffic load measurements.

The main purpose of this article is to determine the impact of the statutory Sunday retail restrictions on the transport behaviours of people living in a large post-socialist city, and it will be accomplished through the completion of the following detailed objectives:

- The analysis of transport behaviours of residents on trading and non-trading Sundays;
- Identification of the reasons behind any possible changes in transport behaviours related to the Sunday retail restrictions and the extent of their relation with (independence from) the ban;
- Indication of features of temporal and spatial differentiation regarding residents’ mobility, the expression of which is the load of the urban road network on non-trading and trading Sundays; and
- Scrutiny of spatial, daily and hourly variability of vehicle numbers within the road and street network reported during weeks with and without trading Sundays, and presented with reference to spatial management.

This paper, which presents mobility during working days and weekends, contains data on weekdays preceding trading and non-trading Sundays, and weekends with or without trading Sundays. The final section of the article focuses on a comparison of transport behaviours among Lodz residents in the said periods, including an attempt to determine – by means of data from induction loops – what impact the implementation of the statutory retail restrictions has had on changes in transport behaviours.

The second part of the article provides a review of the research into and studies on the links between spatial mobility and trade, with a particular focus on post-socialist cities. The third part presents the source materials used in the paper and the research methods applied in the analytic procedures, while the fourth section contains the empirical analysis of changes in transport behaviours among Lodz citizens that have resulted from the introduction of the statutory retail restrictions, which is followed by a scrutiny of the results, a summary of such, as well as conclusions and recommendations for further studies. Due to the fact that the retail restrictions were implemented relatively recently (2018), the resultant changes in spatial mobility constitute a new and significant research issue, which should contribute to the development of scientific research into such issues. In Poland, this research issue is an absolute novelty, since the statutory restrictions were only introduced in 2018, and their effects in various areas will most likely be the subject of further research.

2. Theoretical background

The issue of regulation concerning shop opening hours has been regularly discussed in many European countries over the last two decades. Such discussions have resulted in a softening of the legal restrictions in, for instance, Great Britain, Holland and Germany, but regulations with regard to Sunday trading still vary considerably in different European countries (Dijkgraaf and Gradus, 2006, 2007; Genakos and Danchev, 2015; Kay and Morris, 1987). Currently, numerous countries are holding heated debates on the opening hours of retail shops and other facilities. Some participants advocate for unrestricted competition and greater customer freedom, while others believe that the rights of retail trade employees to free Sundays for relaxation and leisure time must be respected (Temperini and Gregori, 2015). Naturally, Sunday retail restrictions also bring effects and consequences apart from mobility changes. These include their impact on the labour market (Paul, 2015), and the distribution of the lost turnover from non-trading Sundays (Choi and Jeong, 2016). The conclusions to be drawn there are partially related to spatiality, and thus, they may be used to theorise on customers’ spatial behaviours.

In general, deregulation of restrictions imposed on shops with regard to business hours translates into an increase in expenses and a drop in the number of small shops (Nooteboom, 1983). The spatial model developed by Morrison and Newman (1983) – which premises that the price of a given good is the resultant of the price itself and additional costs as a result of the time spent by the consumer in purchasing the item – allows us to assume that the sales volume will grow in large stores and diminish in small shops if the opening hours are prolonged, and the effect will be reversed in the case of more substantial legal regulation in the matter. As regards Sunday trading, some researchers believe that competitive pressures may induce excessive opening on Sundays, when high costs would be incurred (naturally followed by price increases; Kay and Morris, 1987). The empirical evidence collected in the United Kingdom, however, shows that this does not occur in practice, and that the deregulation of opening hours of retail facilities leads to a decrease in costs and prices (Gradus, 1996). Although the imposition of Sunday trading restrictions results in a slight drop of net sales (if we take into account the growth observed on other days of the week), and leads to people shopping on alternative days and, partially, also in different places (e.g. small shops: Choi and Jeong, 2016), in their study on changing business hours, Bell et al. (1997) indicate that such restrictions encouraged consumers to shop where stores were clustered, thus reducing their time-based costs.

In Poland, attempts to introduce statutory Sunday retail restrictions have been made on a number of occasions over recent years, for example in 1999 and 2014. The issue...
resurfaced in 2016 with the submission of a bill initiated by citizens over Sunday retail restrictions (supported by Solidarity, the largest trade union in the country). Consequently, an act on retail restrictions on Sundays and public holidays, as well as certain other days, was introduced in Poland in March, 2018: Dz.U. 2018 item 305, as amended with regard to changes to the provisions of the Entrepreneurs’ Law Act and other acts concerning business activity, Dz.U. 2018 item 650). In accordance, the trading ban will be introduced gradually. Shops have been open on two Sundays per month since March 2018 and will be open on only one Sunday from 2019, and from 2020 the ban will include all Sundays apart from seven (three Sundays before holidays, as well as the last Sundays in January, April, June and August: Stelina, 2018). Under the Act, only those retail facilities in which the owner or the owner’s household members (the closest family) are directly in charge of handling retail activities, may operate on all Sundays and public holidays. As a result, transport needs with regard to travelling to shopping facilities encountered a major barrier.

The above changes should be perceived through the prism of the characteristics of consumer behaviour – which are quite distinctive in post-socialist countries. Retail in Poland developed on the basis of the pre-requisites typical of free-market countries until the outbreak of World War II. In turn, during the socialist period retail - initially being the domain of mercantilism and co-operatives, continuing pre-war traditions (even in the 1940s, the share of such initiatives was 89% of the whole country’s retail: Kaliński, 1968) – was in time subject to quite rapid nationalization under the concept of “battle for trade” promoted by the domestic socialist authorities of that time (the Polish Workers’ Party) (Åslund, 1985). As a result, as early as in the 1950s the share of the private sector in retail turnover slumped to a mere 3.2%.

The last decade of socialism, however, did see a very slow transformation of retail in Poland. The share of collectivised retail in the total retail turnover shrank from 98% in 1981 to 95% in 1989, although this hardly changed its monopolist position in the economy (Kaliński, 2015). In the years of the centrally-planned economy in Poland, Chudyżyska (1985) notices that “theoretical models of service localisation assume that a service point of a given function should be located in each settlement unit of the population that is larger or equal to the break-even point for this function” (p. 14). She adds that service points are generally located in places of the highest market accessibility, in which there is a tendency to concentrate service points and consequently form service centres. In practice, however, in socialist times, especially in its last decades, most shops in Poland offering food, chemical and household goods were more and more visibly undersupplied, etc. (Lesiakowski, 2012). In the last decade of socialism, retail trading was primarily based on small shops and simplistic forms of retail outlets (e.g. market stands, stalls and booths), and, less frequently, on department stores.

In the period of political transformation (late 1980s and early 1990s), the Polish economy saw, on the one hand, rapid privatisation due to a number of conditions and crises, and, on the other, the demise of many ill-managed state-owned enterprises. Even though numerous small retail units began to appear on the market (Taylor, 2000; Dzieciuchowicz, 2013), the potential for domestic capital to support the development of large retail facilities remained low on a nation-wide scale. The introduction of a free-market economy and the opening of the domestic market to foreign investors, resulted in a rapid expansion of retail chains in Poland. This transformation put an end to the problems connected with the availability of basic products, which since that time have often been offered in new, modern premises such as supermarkets, hypermarkets and shopping centres (Kaczmarek, 2011; Kowalski, 2018).

The spatial behaviours of Poles was considerably affected by the aforementioned deficiencies, and the low level of organisation of retail clashed with a highly developed form of retail. Consequently, due to the high concentration of retail, these facilities (shopping centres) began to play an increasingly important role in shaping the network of all kinds of relations and connections, integrating many social and economic phenomena which took place in the post-socialistic city (Dinic-Brankovic et al., 2018; Heffner and Twardzik, 2015a) as well as in western countries (Bennison and Davies, 1980; Hopkins, 1991; Lowe, 2005). Over time, and with growing competition, these facilities extended their offer to include services other than retail, which consequently increased their impact as they no longer depended only on the scale of retail concentration but also on certain non-retail attractors (Cudny, 2016). As a result, these facilities have become contemporary temples of consumption (Ritzer, 2005; Xavier, 2018), particularly for post-socialist societies (Rembowska, 2008). Such phenomena bring about, for instance, considerable traffic-generating potential from these places, which, in consequence, translates into the efficiency of the city’s transport layout in the areas in which they function (Romanowska and Jamroz, 2015).

Apart from changes in spatial and purchasing behaviours following the transformation of retail in post-socialist countries, particularly in Poland, the socialist system did not reflect “hidden” features of Poles, such as their liking for ownership or independence in everyday life. The political transformations awoke behaviours previously quashed, which were additionally reinforced by accounts of lifestyles abroad shared by the numerous Polish diaspora living mainly in the United States (including transport behaviours: Komornicki, 2003). All this leads to Poles changing their transport choices as they get richer – more and more often choosing a car to fulfil their transport needs (the expression of which is a very rapid increase in car ownership rate) at the expense of public transport or alternative means of personal transport. Additionally, some distinctive factors shaping the car ownership rate in Poland include: the prestige and social position resulting from owning a car (Lijewski, 1998); the relative ease of owning a car when compared to possessing a residential property (Menes, 2001); privatisation and decentralisation of the economy, as well as high indirect labour costs (Komornicki, 2011). Taking into account the historical background of transformations in retail trade and the development of motorisation in post-socialist countries, one must bear in mind that Sunday trading restrictions may have different repercussions there when compared to countries that have enjoyed a free market economy for decades.

3. Data and methods

The first source of information on journeys undertaken within the city is data from induction loops that are part of the Intelligent Transportation Systems (ITS) functioning within the city boundaries of Lodz. The second source is
a questionnaire survey conducted in two stages (concerning trading and non-trading Sunday) with the city’s inhabitants, aimed at defining changes in their transport behaviour with reference to the introduction of retail restrictions. The results of the questionnaire survey were analysed to determine the extent of their relation with (or independence from) the Sunday shopping ban (using a chi-squared test). The strength of the correlations that occurred depend on the legislative change and were analysed by means of Cramér’s V. Another analysis focused on the spatial, daily and hourly variability of vehicle numbers within the road and street network, reported during weeks with and without trading Sundays. This involved calculating changes in traffic volume and the percentage of such changes, traffic distribution during weeks with and without retail restrictions, changes in traffic distribution and median for differences in traffic volume, the standard deviation for differences in traffic distribution, and the rate of variability of differences in traffic volume. The results presented here originate from the two aforementioned sources. Since the two types of data differ substantially (surveys have a declarative nature, while data from induction loops are relatively objective), the third part of the article has been divided into three sections: Subsection 3.1 characterises the survey questionnaire and the respondents; Subsection 3.2 contains a description of data from the induction loops; and Subsection 3.3 refers to the research area, Lodz, a large city in central Poland.

It must be emphasised that the two types of data used in this study – namely the data collected from surveys and those from ITS sensors – are meant to complement, rather than substitute for one another. After all, the questionnaire survey focuses on a specific cohort of respondents whose mobility within the urban area (a manifestation of transport behaviour) was, in all probability, also recorded by the local ITS (just like trips taken by all other residents). It is, however, beyond our possibilities to select and isolate this group (respondents) within the database, since the ITS data from induction loops contains evidence of all motor vehicles (including buses and construction vehicles) that were detected within the city’s transport system during the researched period. Induction loops (a measurement component of the ITS) are installed within the road surface and react to the electromagnetic spectrum emitted by objects that travel above them. Unfortunately, the ITS in Lodz does not allow us to classify vehicles. There are ITS systems which do offer this functionality, but unfortunately the solution applied in Lodz is not one of them. Even if it did offer the possibility to recognise public transport vehicles, their timetable is unaffected by trading restrictions, so it would be necessary to measure the number of passengers on board. From our research perspective, however, this is an inconvenience that excludes the possibility of drawing unambiguous conclusions on factors determining the volume and spatial distribution of traffic flows. Nevertheless, if we look at the ITS data through the prism of the survey, we may expand our reasoning with potential co-occurrence of certain regularities which stem from the respondents’ answers and objective measurements conducted via the ITS sensors.

3.1 Questionnaire survey and profile of respondents

For the purposes of the study, a two-stage questionnaire survey was conducted. In both of these stages the same dwellings were visited. The first stage was carried out during a week following a non-trading Sunday (November 19–23), and the respondents were asked to refer exclusively to that Sunday (i.e., November 18). The second stage was conducted during a week following a Sunday with no trading restrictions (November 26–30), and the questions again focused only on that previous Sunday (i.e., November 25). Apart from respondent socio-demographic characteristics, the questionnaire contained open-ended and ‘semi-open’ questions that inquired about the number of trips taken; the reasons why: “if there were no trips”, and the time spent at home. Next, the respondent was asked to determine their motivation behind each trip at a specified time, the means of transport they used, including the number of changes of vehicle/transport mode, travel time, the hour of departure and arrival, and the starting point and destination, including any errands and destinations ‘en route’. During the second stage, the questionnaire was expanded, with questions referring to the impact of the statutory Sunday trading ban on their shopping habits and time management. Additionally, there was also a question – aimed at respondents who usually did their shopping on Sunday – about how they allocated the free time that would normally be spent in the shops.

The unit of observation in the research was single- or multi-member households, as well as household members of age of 16 or more living in the selected dwellings. The number of household members neither determined nor excluded households from the survey. In the case of multi-member households, the selected respondent was a person currently at home, and if there were more members present, we selected the dweller whose date of birth (day and month) was closest to the date when the survey was conducted. The questionnaire focused on the respondent’s traits and behaviours, with some questions also regarding the whole household (e.g., number of household members, average income). In some cases, assistance was provided by the head of the family or a decision-making adult. The applied age limit (16 years of age or older) stems from practices of traffic research in Poland, and is meant to take into account respondents who make relatively ‘independent’ mobility decisions (with a particular focus on shopping decisions), as these people were expected to fill in the journey log. It was assumed that the transport behaviours of younger users of the urban transport system depended substantially on decisions made by their parents/legal guardians. These youths are persons who have completed the primary level of education (the only obligatory requirement in Poland).

The research was carried out with a selected sample of 465 dwellings from the city of Lodz and had the character of voluntary anonymous research. The sample selection took place in two stages. The first stage involved choosing a 5% sample of primary sampling units, which are census areas or groups of census areas (comprising at least 15 dwellings). The secondary sampling units were dwellings. Three dwellings were selected for the main sample, and three for the reserve sample from each of the previously chosen census areas. 155 census areas (from 3,107, with number of dwellings not smaller than 15), and then 465 dwellings were selected for the research. The selection of surveyed areas (i.e., meeting the requirement of a sufficient number of homes) involved the city as a whole (the entire area was divided into the smallest unit of spatial classification, i.e., a census tract). The selection of homes in individual neighbourhoods (census tracts) was also conducted at random.
The sample was not representative, however, which stemmed mainly from financial limitations. Another obstacle to implement a representative sample was the time allocated for the questionnaire surveys, which had to be conducted promptly after the selected Sundays so that the respondents would provide reliable answers. Being aware of the drawbacks of this approach, the authors followed good research practices in the matter and refrained from applying extensive generalisations, for example to other cities. The implications, then, are that we are dealing with a largely exploratory study.

Consent to take part in the research was more often given by women than men – with women representing nearly 60 per cent of the survey’s participants (the feminisation ratio being over 119 women to 100 men), hence women are slightly overrepresented in research output data. Two groups of respondents are clearly prevalent with reference to education: those with a secondary education (almost 45 per cent) and a higher education (nearly 34 per cent). The average age of respondents was 42. The majority of respondents work in professional occupations. The largest group is made up of respondents who work outside their home (79.5 per cent). The most popular sectors among respondents include administration and other services (about 20 per cent each). The majority of persons in employment do not work on Sundays (slightly over 76 per cent). In turn, only a small number of individuals declared that they had to work every Sunday (0.5 per cent; see Tab. 1 for details).

Respondents who took part in the survey represented 2-person (slightly over 31 per cent) and 3-person (almost 28 per cent) households in the majority of cases. With regard to the professional situation, relatively, 2 persons working professionally (nearly 61 per cent) make up the largest number of households. The largest number of respondents declared a net income in the region of 350–460 EUR (with an exchange rate of 4.3 to PLN) per person in the household (slightly over 34 per cent), followed by a group with an income between 230–350 EUR net per person (almost 23 per cent), and then 460–580 EUR (slightly over 20 per cent). The average net income per person in a household is 447 EUR (Tab. 1).

3.2 Data from the ITS (induction loops)

The carrier of information on journeys undertaken within the city is the data from induction loops that are part of the city’s Intelligent Transportation System (ITS) in Lodz (Kowalski and Wiśniewski, 2017a; Borowska-Stefańska et al. 2019). Data from a complete two-week period were obtained from the Lodz ITS (the week before a trading Sunday, and the week before a non-trading Sunday), which preceded the Sundays included in the questionnaire survey so as to ensure that any conclusions refer to the same timing.

Relying on data from induction loops imposes certain preliminary assumptions. This is information with an extremely high time accuracy, obtained from a large set of measurement points. Yet it fails to provide any qualitative data; hence the analysis was extended to include the above-mentioned questionnaire survey. Apart from the number of vehicles which passed through the given detector in the analysed time interval, the researcher does not have access to any other direct information. It is only through “superimposing” the network of induction loops on the city’s functional and spatial structure that it is possible to make general conclusions about the distribution of potential travel sources and destinations. It is also necessary to assume that no other factors conditioning volumes of traffic on the city’s road and street network were subject to any changes in the analysed periods. In brief, it is assumed that changes in the time and spatial structure of vehicle traffic result solely from retail restrictions.

Characterising the general distribution of the system’s measurement elements (induction loops), it should be pointed out that they are concentrated mostly in the city centre, and if they do go beyond it, they tend to accompany key transport arteries in the meridional and latitudinal layout. Such a distribution greatly affects any subsequent conclusion-making process on the basis of research results conducted with the given data. There are also many issues the solution for which cannot be based on certain interpolations or extrapolations of the data obtained from ITS measurement tools. Analysing the data from the ITS, one should bear in mind that the spatial mobility of the population recorded in them – i.e. their transport behaviours – is not really “natural”, as the ITS alone affects the registered flows by, for instance, favouring tram transport or setting the phase length of traffic lights. This is obviously a natural part of the city’s transport system, yet one should take into account that the picture emerging from the analysis of data obtained from the ITS is not only the result of decisions taken by traffic participants.

The functioning of induction loops may be encumbered with all kinds of errors and breakdowns, the result of which may be, for example, flawed results of vehicle count measurements (Li et al., 2014). This is why, after collection from the ITS, data control is necessary as the system alone does not detect such kinds of errors. This basic information on the spatial mobility of the population enables the undertaking of numerous problem analyses. An example of this could be the influence of retail restrictions on the city’s transport system. It is possible, however, to present the volume of movement made by vehicles using the monitored sections of the urban road network in the region, where the given city’s spatial structure elements occur (Kowalski and Wiśniewski, 2017b): in this case, retail facilities. Data obtained from the city system allows one to pinpoint the ‘real’ traffic generating potential. Data adopted in this research project by no means replaces information on travel motivations, sources and destinations, collected directly from traffic participants. They only present the load on the network, being, in a way, an expression of the choices made by road users at any given time. Consequently, research of this type is general – or holistic – as it refers to all car movements without indicating any individual dimensions of mobility.

These factors help to explain why it is impossible to depict the traffic generating potential of shopping centres on the scale of the whole city, without the possibility of isolating this part of traffic in traffic flows – connected with transit (including intra-city transit). In this context, the major value of the current research project resides in combining the data on the volume of movements (data from the ITS) in the regions where the given development and (retail) function occurs (data from the Head Office of Geodesy and Cartography), with the results of the conducted questionnaire survey.

3.3 Area under study

As the third most populated urban agglomeration in Poland, Lodz has a demographic structure which places it among both the most feminised and fastest-ageing cities –
<table>
<thead>
<tr>
<th>Characteristics (N = 465)</th>
<th>Share [%]</th>
<th>Characteristics (N = 465)</th>
<th>Share [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gender</td>
<td></td>
<td>Possession of a driving licence by respondents</td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>59.8</td>
<td>Yes</td>
<td>77.6</td>
</tr>
<tr>
<td>Male</td>
<td>40.2</td>
<td>No</td>
<td>22.4</td>
</tr>
<tr>
<td>Education</td>
<td></td>
<td>Number of bicycles in the household</td>
<td></td>
</tr>
<tr>
<td>Primary</td>
<td>0.9</td>
<td>0</td>
<td>29.5</td>
</tr>
<tr>
<td>Junior high school</td>
<td>1.1</td>
<td>1</td>
<td>22.4</td>
</tr>
<tr>
<td>Vocational</td>
<td>15.5</td>
<td>2</td>
<td>30.1</td>
</tr>
<tr>
<td>Secondary</td>
<td>44.7</td>
<td>3</td>
<td>11.6</td>
</tr>
<tr>
<td>Post-secondary</td>
<td>4.1</td>
<td>4</td>
<td>5.4</td>
</tr>
<tr>
<td>Higher</td>
<td>33.7</td>
<td>5</td>
<td>0.8</td>
</tr>
<tr>
<td></td>
<td></td>
<td>6+</td>
<td>0.2</td>
</tr>
<tr>
<td>Age</td>
<td></td>
<td>Number of cars in the household</td>
<td></td>
</tr>
<tr>
<td>17–25</td>
<td>12.0</td>
<td>0</td>
<td>21.3</td>
</tr>
<tr>
<td>26–35</td>
<td>22.4</td>
<td>1</td>
<td>54.0</td>
</tr>
<tr>
<td>36–45</td>
<td>26.9</td>
<td>2</td>
<td>23.2</td>
</tr>
<tr>
<td>46–55</td>
<td>17.4</td>
<td>3</td>
<td>1.5</td>
</tr>
<tr>
<td>56–65</td>
<td>15.1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>66–75</td>
<td>6.2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Net income per person in the household per month</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt; 230 EUR</td>
<td>10.5</td>
<td>Employment</td>
<td></td>
</tr>
<tr>
<td>230–350 EUR</td>
<td>22.6</td>
<td>Pupil</td>
<td>1.3</td>
</tr>
<tr>
<td>350–460 EUR</td>
<td>34.3</td>
<td>Student</td>
<td>3.9</td>
</tr>
<tr>
<td>460–580 EUR</td>
<td>20.4</td>
<td>Student working/working casual</td>
<td>2.4</td>
</tr>
<tr>
<td>580–700 EUR</td>
<td>6.9</td>
<td>Work outside home</td>
<td>79.5</td>
</tr>
<tr>
<td>700–820 EUR</td>
<td>1.9</td>
<td>Work at home</td>
<td>1.9</td>
</tr>
<tr>
<td>820–940 EUR</td>
<td>1.3</td>
<td>Pensioner/retired</td>
<td>8.4</td>
</tr>
<tr>
<td>940–1,060 EUR</td>
<td>0</td>
<td>Unemployed</td>
<td>2.2</td>
</tr>
<tr>
<td>1,060–1,180 EUR</td>
<td>0.4</td>
<td>Other</td>
<td>0.4</td>
</tr>
<tr>
<td>&gt; 1180 EUR</td>
<td>0.2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>refusal to answer</td>
<td>1.5</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Household size (number of persons)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>13.1</td>
<td>Business sector working respondents (N = 390)</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>31.4</td>
<td>Administration</td>
<td>20.3</td>
</tr>
<tr>
<td>3</td>
<td>27.7</td>
<td>Industry</td>
<td>14.6</td>
</tr>
<tr>
<td>4</td>
<td>20.0</td>
<td>Architecture</td>
<td>11.0</td>
</tr>
<tr>
<td>5</td>
<td>5.6</td>
<td>Trade</td>
<td>9.0</td>
</tr>
<tr>
<td>6 or more</td>
<td>2.2</td>
<td>Science</td>
<td>7.9</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Transport</td>
<td>7.4</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Healthcare</td>
<td>4.6</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Culture</td>
<td>2.8</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Other</td>
<td>1.5</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Agriculture</td>
<td>0.3</td>
</tr>
<tr>
<td>Number of people working in the household</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>7.5</td>
<td>Working on Sundays (N = 390)</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>19.4</td>
<td>Work every Sunday</td>
<td>0.5</td>
</tr>
<tr>
<td>2</td>
<td>60.6</td>
<td>Work some Sundays</td>
<td>23.1</td>
</tr>
<tr>
<td>3</td>
<td>9.5</td>
<td>No work on Sundays</td>
<td>76.4</td>
</tr>
<tr>
<td>4</td>
<td>2.8</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>0.2</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Tab. 1: Basic characteristics of the respondents
Source: authors’ survey
with a low rate of natural increase (RNI) and a negative net migration rate – resulting in the fact that it is dominated by small households. The majority of its residents used to work for state-run industries (mostly in the textile industry), which led to them being economically weak. Although almost 25 years have passed since the political transformations, the city has only slowly gained economic momentum, with an average income of its citizens still remaining lower than in other large Polish cities. Nevertheless, the improving economic situation in reflected in the retail market (see Tab. 2).

The structure of the city’s urban area consists of two distinct zones: outer and inner one, the boundaries of which are delineated by the railway line that rings the city (Lamprecht and Wojnarowska, 2013). The socio-spatial structure of Śródmieście (Downtown) is dominated by the lower class, with minor pockets of middle class (Marciniak, 2007). Traditionally, Midtown plays a trading role, which is occasionally supplemented by out-of-town shopping centres and numerous supermarkets located in the residential areas. The most significant elements of the outer zone are rapidly developing housing estates built during the 1970s and 1980s, vast and expansive multi-use industrial zones, modern housing developments (Milewska-Osiecka, 2010) and industrial and warehousing zones (see Fig. 1).

The street layout in Śródmieście takes the form of a 19th century grid and becomes gradually less regular the farther you depart from the city centre. Roads in Śródmieście are of low efficiency and capacity, which leads to most of the district’s network being greatly overloaded. The main transport axes of the city (grid patterns) are streets and avenues of national and regional roads running longitudinally and latitudinally. Besides the layout of streets in Śródmieście, another factor that determines the district’s accessibility is the network of express and motorways which form an unclosed ring road. The spatial structure of the areas located in the immediate vicinity of ITS devices installed on Lodz roads is dominated by transport infrastructure and built-up zones (mostly housing estates, and service and trading facilities; see Fig. 1). Even though mobility in Lodz is not an extensively explored phenomenon and its characteristics can only be found in secondary analyses (Tab. 2), it can be stated that the majority of shopping trips in the city, just like in any other large urban area in Poland, are taken by car (Bartosiewicz and Pielesiaj, 2019).

4. Results and discussion

4.1 Mobility conditioning connected with retail

The car ownership rate in Lodz is 55 passenger cars per 100 persons. This indicator includes both vehicles belonging to households and companies. This indicator is predominantly achieved by those surveyed households in which the net income per inhabitant exceeds 460 EUR (values calculated at the EUR-PLN exchange rate of 4.3) – hence considerably exceeding the average household income per person in the region, which is 362 EUR. The highest car ownership rate is observed in those households with a high income (see Tab. 3) and clearly increases with a rise in net income per inhabitant.

<table>
<thead>
<tr>
<th>Demography and employment</th>
<th>Females</th>
<th>Males</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of residents (2017)</td>
<td>375,786</td>
<td>314,636</td>
<td>690,422</td>
</tr>
<tr>
<td>Number of employees (2017)</td>
<td>130,868</td>
<td>116,702</td>
<td>247,570</td>
</tr>
<tr>
<td>Number of employees in retail industry (2017)**</td>
<td>29,460</td>
<td>33,927</td>
<td>63,387</td>
</tr>
<tr>
<td>Number of households (2011) Total</td>
<td>1 person</td>
<td>2 persons</td>
<td>3 persons</td>
</tr>
<tr>
<td></td>
<td>324,892</td>
<td>33.6 %</td>
<td>31.3 %</td>
</tr>
</tbody>
</table>

| Retail | |
|---------------------|---------------------|---------------------|---------------------|---------------------|---------------------|
| Number of retail facilities (2017) | Shopping centres | Hypermarkets | Supermarkets | Department stores | Seasonal marketplaces | Permanent marketplaces |
| | 13 | 20 | 121 | 5 | 3 | 31 |

<table>
<thead>
<tr>
<th>Value of retail sales (2017)</th>
<th>Poland</th>
<th>Lodz Voivodeship</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total [mill. EUR]</td>
<td>188,426.42</td>
<td>3,703.72</td>
</tr>
<tr>
<td>Per capita [EUR]</td>
<td>4,904.19</td>
<td>9,185.05</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>in total [%]</td>
<td>3.8</td>
<td>2.7</td>
<td>1.4</td>
<td>5.4</td>
<td>12.8</td>
<td>0.3</td>
<td>0.2</td>
<td>–0.7</td>
<td>4.0</td>
<td>7.8</td>
<td>12.1</td>
</tr>
<tr>
<td>per capita [%]</td>
<td>4.2</td>
<td>3.0</td>
<td>1.7</td>
<td>5.4</td>
<td>13.2</td>
<td>0.7</td>
<td>0.7</td>
<td>–0.3</td>
<td>4.5</td>
<td>8.3</td>
<td>12.5</td>
</tr>
</tbody>
</table>

| Mobility | |
|---------------------|---------------------|---------------------|---------------------|---------------------|
| Average annual number of trips per resident (2015) | Total | Shopping trips |
| | 450 | 40 |
| Average travel time per trip [mins] (2015) | By car | By public transport | On foot |
| | 26 | 28 | 16 |
| Average distance per trip [km] (2015) | By car | By public transport |
| | 16.5 | 10.3 |

Tab. 2: Selected demographic and economic data related to retail and mobility in Lodz (Notes: * YoY – the year over year; **retail with repair of motor vehicles; transportation and storage; accommodation and catering; information and communication). Source: authors’ elaboration based on the Central Statistical Office (GUS) data.
The majority of respondents declare that they adjusted their shopping needs to Saturday due to the Sunday trading ban – or they claim that they did not do any shopping on Sunday in any case, which is why they do not feel restricted by the ban. A large group of respondents altered their Sunday shopping to one of the weekdays (Fig. 2). Most people pointed to other kinds of impact of the ban on their purchasing behaviours, indicating that they go to bars and restaurants as it is impossible to do grocery shopping on a non-trading Sunday.

Table 4 shows the detailed distribution of declarations concerning the impact of the Sunday trading ban on ways of doing shopping. Research participants who declared that the ban on Sunday trading made them organise their shopping at a different time, were later asked to indicate how they used the time on Sunday which they would have spent on shopping, if there was no trading ban. The results show that more than half of them spent this time on activities which require travelling (Fig. 3).

There is a lot of research concerning shopping facilities in post-socialist cities as places to spend leisure time (Majchrzak, 2007; Novák and Sykora, 2007; Humphrey and Skvirska, 2009). Rochmińska (2011) analysed customers at the shopping centres in Lodz, demonstrating that, irrespective of gender, their presence in such facilities is a way of spending free time for 22.6 per cent of the customers, mostly young people. At the same time, she showed that whether they spent their free time in retail

![Fig. 1: Distribution of stores and shopping centres against the background of housing development and the road network in Lodz. Source: authors’ survey](image_url)

<table>
<thead>
<tr>
<th>Net income of a household per inhabitant</th>
<th>Cars per 100 household</th>
<th>Cars per 100 persons</th>
<th>Cars per 100 working persons</th>
</tr>
</thead>
<tbody>
<tr>
<td>PLN</td>
<td>EUR</td>
<td>No.</td>
<td>No.</td>
</tr>
<tr>
<td>≤ 1,000</td>
<td>≤ 233</td>
<td>92</td>
<td>27</td>
</tr>
<tr>
<td>1,001–2,000</td>
<td>234–465</td>
<td>99</td>
<td>33</td>
</tr>
<tr>
<td>2,001–3,000</td>
<td>466–698</td>
<td>23</td>
<td>51</td>
</tr>
<tr>
<td>&gt; 3,000</td>
<td>&gt; 699</td>
<td>104</td>
<td>54</td>
</tr>
</tbody>
</table>

Tab. 3: Number of cars in households. Source: authors’ survey

![Tab. 3: Number of cars in households. Source: authors’ survey](image_url)
### Groups of households according to net income per inhabitant* [in %]

<table>
<thead>
<tr>
<th>Impact of the trading ban</th>
<th>Groups of households</th>
<th>≤ 233 EUR</th>
<th>234–465 EUR</th>
<th>466–698 EUR</th>
<th>&gt; 699 EUR</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nothing has changed – did not do any shopping on Sunday anyway</td>
<td>in total</td>
<td>33</td>
<td>36</td>
<td>20</td>
<td>46</td>
</tr>
<tr>
<td></td>
<td>men</td>
<td>38</td>
<td>49</td>
<td>27</td>
<td>55</td>
</tr>
<tr>
<td></td>
<td>women</td>
<td>28</td>
<td>27</td>
<td>17</td>
<td>38</td>
</tr>
<tr>
<td>Nothing has changed – still does shopping on Sunday but in shops in which the trading ban does not apply (small family-run shops)</td>
<td>in total</td>
<td>6</td>
<td>9</td>
<td>6</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td>men</td>
<td>8</td>
<td>9</td>
<td>4</td>
<td>n.a.</td>
</tr>
<tr>
<td></td>
<td>women</td>
<td>4</td>
<td>8</td>
<td>6</td>
<td>8</td>
</tr>
<tr>
<td>Now does shopping on Saturday</td>
<td>in total</td>
<td>33</td>
<td>32</td>
<td>44</td>
<td>25</td>
</tr>
<tr>
<td></td>
<td>men</td>
<td>21</td>
<td>22</td>
<td>33</td>
<td>27</td>
</tr>
<tr>
<td></td>
<td>women</td>
<td>44</td>
<td>39</td>
<td>50</td>
<td>23</td>
</tr>
<tr>
<td>Now does shopping in the week</td>
<td>in total</td>
<td>16</td>
<td>20</td>
<td>23</td>
<td>17</td>
</tr>
<tr>
<td></td>
<td>men</td>
<td>21</td>
<td>17</td>
<td>24</td>
<td>9</td>
</tr>
<tr>
<td></td>
<td>women</td>
<td>12</td>
<td>23</td>
<td>22</td>
<td>23</td>
</tr>
<tr>
<td>Does not do any shopping at all</td>
<td>in total</td>
<td>12</td>
<td>3</td>
<td>5</td>
<td>n.a.</td>
</tr>
<tr>
<td></td>
<td>men</td>
<td>13</td>
<td>3</td>
<td>9</td>
<td>n.a.</td>
</tr>
<tr>
<td></td>
<td>women</td>
<td>12</td>
<td>3</td>
<td>2</td>
<td>n.a.</td>
</tr>
<tr>
<td>Other</td>
<td>in total</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>8</td>
</tr>
</tbody>
</table>

*In Poland, the average income per capita amounts to approx. € 370 (Polish Central Statistical Office, 2017)

**Fig. 2: Impact of Sunday retail restrictions on shopping habits**  
*Source: authors’ survey*

**Fig. 3: The use of free time generated as a result of the Sunday trading ban**  
*Source: authors’ survey*
facilities depended largely on their own assessment of their material status. As many as 33.2 per cent spent their time in this and not in any other fashion on Sundays. Our research shows that the majority of respondents (over 64 per cent) stated that they did not feel any impact of the ban on trading on the way they spent their free time at the weekend. Over 23.2 per cent of respondents see the positive impact of the introduction of the ban on Sunday trading, whereas 12% said the ban on Sunday shopping adversely affected the way they organising their leisure time. This is also confirmed by the calculated chi-square statistic – where the introduction of retail restrictions had an impact on motivations, numbers, modal division and duration of trips. It must be stated, however, that the influence is slight for each of these elements, with the highest association for trip duration (see Tab. 5).

The results concerning travel motivation point out that respondents tend to spend this day visiting their family and friends, regardless of whether the Sunday is subject to the ban on trading or not. Nevertheless, respondents see their family and friends more often on non-trading Sundays. In addition, respondents undertake activities connected with tourism and recreation (including walks), culture and leisure, eating out and engaging in sport with greater frequency on non-trading Sundays. On trading Sundays, the respondents did their shopping more often, which seems to be obvious. In this respect, the greatest changes in travel motivation concern shopping other than for food. This shows that the shops which can be open (run by the owner or the owner’s family) offering these types of products on non-trading Sunday are not an attractive destination. This may be due to the fact that people are more willing to do shopping of this kind (e.g. in the category of fashion, electronics, white and brown goods, etc.) in places where there is a considerable concentration of facilities offering such products (e.g. in shopping centres), which under the new act are closed on Sundays.

Interestingly, the share of journeys to church is observed to be actually lower on non-trading Sundays. Generally speaking, Polish society stands out among many other societies which went through the period of socialism due to the fact that a vast majority of Poles declare themselves to be believers, predominantly Christians (87.58 per cent Catholics, 2.41 per cent atheists, 0.41 per cent Orthodox, 0.36 per cent Jehovah’s Witnesses, 0.18 per cent Protestants, 7.1 per cent refused to make any declarations with regard to belonging to a religious organisation) (GUS). Consequently, the doctrines of these churches require the Sabbath day (or Sunday) to keep it holy. This is why the Catholic Church in Poland supported the act banning Sunday trading. It turns out, however, that inhabitants went to church more often on trading Sundays, possibly combining their shopping trips with going to church.

Changes in the duration time of the afore-mentioned activities on trading and non-trading Sundays are small and are within standard errors. The largest number of activities took from 30 minutes to 1 hour, activities requiring an hour to accomplish represented 20 per cent, whereas activities lasting less than half an hour represented slightly over 17 per cent. More than 55 per cent of respondents made one journey, 13 per cent 2, and over 3 per cent 4 trips on a Sunday with the ban on trading. More than 27 per cent of respondents did not travel on a non-trading Sunday, pointing to their lack of need to go out as the main reason for this state of affairs (Fig. 4).

It transpires, however, that despite a relatively large number of people who made at least one journey during a non-trading Sunday, the overwhelming majority spent over 10 hours at home (slightly over 96 per cent). Two groups of about two per cent of respondents stayed at home less than 5 hours and from 5 to 10 hours each.

Even though habits related to means of transport do not change on trading and non-trading Sundays, their percentage does differ slightly. On trading Sundays, the respondents are more eager to walk and travel by car as passengers, and on non-trading Sundays, they use public transport more frequently (see Tab. 5).

The research results show that journeys undertaken on a trading Sunday are much longer than those on a Sunday with restricted trading. The average time of all trips on a trading Sunday is 37 minutes (30-minute trips dominate), where the average duration of the first or the only journey is 43 minutes, the second – 33 minutes, the third – 42 minutes, the fourth – 30 minutes. In the case of non-trading Sundays the average time for the first or the only journey is 38 minutes, the second – 27 minutes, the third – 19 minutes; the fourth – 14 minutes (see Tab. 5). Analysis of the type and place of activity for the inhabitants of individual districts clearly shows that their general

---

**Fig. 4: Reasons for staying at home on non-trading Sunday**

*Source: authors’ survey*
<table>
<thead>
<tr>
<th>Trip motivation</th>
<th>Visiting friends, family</th>
<th>Tourism/recreation/walking</th>
<th>Church</th>
<th>Entertainment/culture</th>
<th>Eating out</th>
<th>Workplace</th>
<th>Grocery shopping</th>
<th>Sport</th>
<th>Education</th>
<th>Shopping (other than grocery)</th>
<th>Others</th>
<th>Sig.</th>
<th>Critical value</th>
<th>$\chi^2$</th>
<th>Cramer’s V</th>
</tr>
</thead>
<tbody>
<tr>
<td>Trading Sunday</td>
<td>38.1%</td>
<td>19.8%</td>
<td>22.3%</td>
<td>4.1%</td>
<td>1.7%</td>
<td>6.6%</td>
<td>21.5%</td>
<td>0%</td>
<td>1.7%</td>
<td>19.8%</td>
<td>7.4%</td>
<td>0.01</td>
<td>23.209</td>
<td>143.686</td>
<td>0.017</td>
</tr>
<tr>
<td>Non-trading Sunday</td>
<td>37%</td>
<td>31.7%</td>
<td>16.9%</td>
<td>13.3%</td>
<td>8.6%</td>
<td>6.5%</td>
<td>6.2%</td>
<td>4.1%</td>
<td>1.5%</td>
<td>0.9%</td>
<td>24%</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Modal division</td>
<td>Walking</td>
<td>Car (driver)</td>
<td>Car (passenger)</td>
<td>Bus</td>
<td>Tram</td>
<td>Bicycle</td>
<td>Train</td>
<td>Plane</td>
<td>Minibus</td>
<td>Motorcycle/scooter</td>
<td>Others</td>
<td>0.01</td>
<td>23.209</td>
<td>43.398</td>
<td>0.2145</td>
</tr>
<tr>
<td>Trading Sunday</td>
<td>62.8%</td>
<td>29.8%</td>
<td>29.8%</td>
<td>7.4%</td>
<td>2.5%</td>
<td>2.5%</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Non-trading Sunday</td>
<td>55.9%</td>
<td>30.2%</td>
<td>18.6%</td>
<td>14.5%</td>
<td>7.4%</td>
<td>3.6%</td>
<td>2.1%</td>
<td>0.6%</td>
<td>0.3%</td>
<td>0.3%</td>
<td>0.3%</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Activity duration</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Trading Sunday</td>
<td>17.4%</td>
<td>27.1%</td>
<td>20.0%</td>
<td>14.8%</td>
<td>9.7%</td>
<td>3.9%</td>
<td>0.6%</td>
<td>1.9%</td>
<td>3.2%</td>
<td>1.3%</td>
<td></td>
<td>0.01</td>
<td>21.666</td>
<td>14.556</td>
<td></td>
</tr>
<tr>
<td>Non-trading Sunday</td>
<td>16.3%</td>
<td>24.1%</td>
<td>23.4%</td>
<td>13.5%</td>
<td>6.0%</td>
<td>5.0%</td>
<td>3.2%</td>
<td>1.6%</td>
<td>3.9%</td>
<td>3%</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>One-way trip duration</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.01</td>
<td>16.812</td>
<td>100.312</td>
<td>0.3782</td>
</tr>
<tr>
<td>Trading Sunday</td>
<td>8.7%</td>
<td>50.9%</td>
<td>30.4%</td>
<td>8.2%</td>
<td>0.6%</td>
<td>0.6%</td>
<td>0.6%</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.01</td>
<td>13.277</td>
<td>29.815</td>
<td>0.3962</td>
</tr>
<tr>
<td>Non-trading Sunday</td>
<td>39.2%</td>
<td>30.9%</td>
<td>18.7%</td>
<td>9%</td>
<td>1.4%</td>
<td>0.5%</td>
<td>0.5%</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No. of trips</td>
<td>None</td>
<td>One</td>
<td>Two</td>
<td>Three</td>
<td>Four</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.01</td>
<td>13.277</td>
<td>29.815</td>
<td>0.3962</td>
</tr>
<tr>
<td>Trading Sunday</td>
<td>27.3%</td>
<td>55.3%</td>
<td>13.3%</td>
<td>3.2%</td>
<td>0.9%</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.01</td>
<td>13.277</td>
<td>29.815</td>
<td>0.3962</td>
</tr>
<tr>
<td>Non-trading Sunday</td>
<td>48.7%</td>
<td>38.2%</td>
<td>10.2%</td>
<td>2.1%</td>
<td>0.8%</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Activity* by district</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.01</td>
<td>13.277</td>
<td>2.898</td>
<td></td>
</tr>
<tr>
<td>Trading Sunday</td>
<td>49.1%</td>
<td>55.0%</td>
<td>47.4%</td>
<td>65.5%</td>
<td>47.1%</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Non-trading Sunday</td>
<td>69.2%</td>
<td>79.4%</td>
<td>66.7%</td>
<td>61.9%</td>
<td>95.6%</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Leisure time at home</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.01</td>
<td>9.210</td>
<td>4.754</td>
<td></td>
</tr>
<tr>
<td>Trading Sunday</td>
<td>1.7%</td>
<td>1.9%</td>
<td>96.3%</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.01</td>
<td>9.210</td>
<td>4.754</td>
<td></td>
</tr>
<tr>
<td>Non-trading Sunday</td>
<td>0.4%</td>
<td>0.4%</td>
<td>99.2%</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Tab. 5: Changes in people’s transport behaviours resulting from the introduction of the Sunday retail restrictions and the extent of their correlation with the implemented ban
Source: authors’ survey
Note: *Activity is understood as taking at least one trip a day
mobility is restricted to the immediate vicinity of their places of residence. The vast majority of respondents did not cross the boundary of their district in order to shop for food, engage in some recreational activity or fulfill spiritual needs. The largest mobility, i.e. travelling outside their district, was observed in the case of non-food shopping and visiting family and friends, in which case the percentage of journeys outside the city was clearly higher.

4.2 ITS research

The outcomes presented above were juxtaposed with empirical data from the ITS: as mentioned above, however, the information contained in both databases does not correspond directly one to the other: see Tab. 6). As a result, it seems that the heavier traffic observed on the Saturdays preceding the Sundays with the ban on trading, is confirmed by the questionnaire survey results (an increase of over 11 percent in traffic volume was observed on Saturdays preceding Sundays with the trading ban. In addition, it is interesting to observe the difference between just after 6 p.m. and 9 p.m. on Saturdays. It appears that the high value of the aforementioned difference reveals that some customers realised quite late that the access to retail would be restricted for the following 24 hours and made a last-minute decision to shop on Saturday evening. It should be noticed that the greatest role in this respect is represented by the ITS data obtained at the beginning of the year, which is the period when the act on the trading ban came into force. It is necessary, however, to confirm this conclusion in subsequent survey research (there was no question concerning the time of doing shopping on Saturday in the research presented here). When we assume other mobility-motivating factors to be permanent, it is worth noticing that Sunday retail restrictions had an impact on the distinctly noticeable increase in vehicle traffic during the working week. The said increase was not compensated for by a lower number of vehicles recorded by detectors on Sunday (Tab. 6).

The spatial distribution of changes in the load on the road network shows unambiguously that on Saturdays preceding non-trading Sundays traffic is heavier in the vast majority of measurement points (Fig. 6). The aforementioned increases are particularly visible both in the vicinity of shopping centres and along those roads acting as the main axes connecting them with housing areas (and at the same time, being part of the basic transport layout).

<table>
<thead>
<tr>
<th></th>
<th>MON</th>
<th>TUE</th>
<th>WED</th>
<th>THU</th>
<th>FRI</th>
<th>SAT</th>
<th>SUN</th>
</tr>
</thead>
<tbody>
<tr>
<td>Traffic in a week without retail restrictions [veh.]</td>
<td>7,084,840</td>
<td>7,093,999</td>
<td>7,235,917</td>
<td>7,303,608</td>
<td>7,543,059</td>
<td>5,917,129</td>
<td>5,026,990</td>
</tr>
<tr>
<td>Traffic in a week with retail restrictions [veh.]</td>
<td>7,407,257</td>
<td>7,505,784</td>
<td>7,641,739</td>
<td>7,731,889</td>
<td>7,875,149</td>
<td>6,590,186</td>
<td>4,865,094</td>
</tr>
<tr>
<td>Change of traffic volume [vehicles]</td>
<td>322,417</td>
<td>411,785</td>
<td>405,822</td>
<td>428,281</td>
<td>332,090</td>
<td>673,057</td>
<td>−161,896</td>
</tr>
<tr>
<td>Percentage of change of traffic volume [%]</td>
<td>4.55</td>
<td>5.80</td>
<td>5.61</td>
<td>5.86</td>
<td>4.40</td>
<td>11.37</td>
<td>3.22</td>
</tr>
<tr>
<td>Traffic distribution in a week without retail restrictions [%]</td>
<td>15.01</td>
<td>15.03</td>
<td>15.33</td>
<td>15.47</td>
<td>15.98</td>
<td>12.53</td>
<td>10.65</td>
</tr>
<tr>
<td>Traffic distribution in a week with retail restrictions [%]</td>
<td>14.93</td>
<td>15.13</td>
<td>15.40</td>
<td>15.58</td>
<td>15.87</td>
<td>13.28</td>
<td>9.81</td>
</tr>
<tr>
<td>Change of traffic distribution [pp]</td>
<td>−0.08</td>
<td>0.10</td>
<td>0.07</td>
<td>0.11</td>
<td>−0.11</td>
<td>0.75</td>
<td>−0.84</td>
</tr>
<tr>
<td>Percentage of change of traffic distribution [%]</td>
<td>0.53</td>
<td>0.66</td>
<td>0.48</td>
<td>0.72</td>
<td>0.67</td>
<td>5.96</td>
<td>7.92</td>
</tr>
</tbody>
</table>

Tab. 6: Time and spatial differentiation of residents’ mobility, the expression of which is the load of the urban road network during trading and non-trading Sundays
Source: authors’ survey

Fig. 5: The number of vehicles on Saturdays before Sundays with and without the ban on trading
Source: authors’ survey
Changes in the traffic volume on the road network between trading and non-trading Sundays indicate that the actual differences for the benefit of trading Sundays are visible in the opening hours of most shopping facilities (Fig. 7). It is intriguing that the aforementioned differences are much smaller than those observed on Saturdays despite the fact that some people reschedule shopping previously done on Sunday either to weekdays or Saturdays.

One reason for this state of affairs may be the fact that despite Sunday restrictions on trade, most inhabitants did not change the frequency of their journeys, only shifting their destination from shopping centres to other forms of outdoor activities. The spatial distribution of changes in the load on the road network on Sundays may be some confirmation of the questionnaire survey results. A greater load is observed along the arteries connecting the city with its surroundings (showing outward journeys to visit family and friends). Changes are smaller on the roads within the city centre (which is a district located centrally and traditionally considered a trading area), and there are more observations indicating drops in the load in relation to trading Sundays (Fig. 8).

The research also aimed to check if the restriction on Sunday trading had a major impact on the load on the road network on weekdays. Due to the complexity of daily city mobility on a weekday and much heavier traffic in this period, however, it is not possible to show the aforementioned relations either on the basis of the comparative method used earlier or more advanced attempts to capture this phenomenon. Sunday retail restrictions contribute to an increase in car traffic both at weekends (Fig. 9) and during the week as a whole (Fig. 10).
The fact that people avoided shopping on non-working days, which refers to Sundays in particular, stems from long-held practices, habits, and social norms, according to which Sunday is a statutory holiday (Čábyová et al., 2014; Szromnik, 2017). Its traditional Christian image (Sigauw and Simpson, 1997) changed substantially during the period of socio-economic and political transformation (Čábyová et al., 2014; Szromnik and Wolanin-Jarosz, 2018), and, in consequence, people began to spend their leisure time differently (Rochmiñska, 2011). Those persons professionally active – younger employees in particular – only had free time on non-working days, which limited the scope for this type of activity to weekends (de Pourbaix, 2010). As a result, there was a shift in the weekly schedule regarding various activities related to culture, education, recreation, socialising with friends and family, as well as shopping and visiting retail facilities (Bywalec, 2017).

Such a shift does not apply exclusively to Poland, as various studies have shown that people in many other countries have similar preferences (Zhong et al., 2008; Agarwal, 2004). Undoubtedly, the 2018 introduction of the Sunday retail restrictions has led to a change in the model of behaviour (Jeżot, 2018; Stelina, 2018), confirmed by our research. There are, however, quite diverse opinions on the impact of said restrictions. Some believe them to have had beneficial effects – people can rest and spend more time with their families; while others (mostly young people) claim that they have been deprived of the possibility to do their weekend shopping in a relaxed and unhurried fashion (Szromnik, 2017). In September 2016, the Public Opinion Research Centre carried out a survey on a representative sample of 981 adult Polish citizens. The results showed that the majority did their shopping on Sundays (79%) (CBOS, 2016). This was influenced by such factors as age, employment status, city size and religiousness (Adamiec and Grodżka, 2017; Szromnik, 2017). The phenomenon of Sunday shopping, which was mainly done by younger people, is also confirmed by other researchers (Williamson et al., 2006). The process of explaining the changes to the weekly shopping cycle can also be facilitated by analysis of the first and last days of the ‘working week’ – i.e. just after and before the weekend (Perchla-Włosik, 2010).

Not only have the implemented restrictions contributed to changes in the weekly shopping cycles (which – in the case of our research – is confirmed by the results of the survey and data from induction loops), but they have also influenced shifts in motivations, numbers, modal division, and duration of trips.

5. Conclusions and policy implications

The realisation of the main research objectives of this project allowed us to draw significant conclusions which are likely to supplement existing knowledge of the relations between customer behaviours and transport behaviours. The methodological approach employed takes into account questionnaire surveys and the objectivised ITS measurements, and focuses on an exceptional research area (a city which for years functioned under a socialist regime) and thus renders the results relatively unique in nature.

The main conclusion to be drawn from this study of the impact of the statutory Sunday retail restrictions on the transport behaviours of people living in the large Polish city of Lodz, is that the introduction of restrictions on retail facilities results in a considerable increase in mobility (number of trips) of residents on working days, which is not reflected by a proportionate drop on non-trading weekends (Sundays in particular). This is confirmed by analyses of citizen transport behaviours conducted on trading and non-trading Sundays, and by research on the time and spatial differentiation of their mobility, the expression of which is the load on the urban road network (including daily and hourly changes of differences in vehicle numbers on the urban road and street network).

Data from the ITS concerning volumes of road traffic measured by means of induction loops is of considerable value in research into changes in transport behaviour – despite the many aforementioned difficulties. The overall results may be presented because of the analysis made on their basis connected with comparison of traffic volumes in the space of a diversified functional and spatial structure, but these results have great cognitive value when combined with research aimed at characterising transport system participants and their destinations.
A closer correlation between the data obtained via the survey and from the ITS would be possible if we retrieved information recorded by ITS cameras, which could recognise licence plates and ‘track’ vehicles within the area covered by the ITS. For such a purpose, however, we would have to obtain information on the number plate of the vehicle driven by a given respondent, which is against privacy laws. Another issue would be the fact that some urban areas are not covered by the ITS system.

The results of the first specific objective, related to the analysis of residents’ transport behaviours on trading and non-trading Sundays, shows that those shopping needs which could not be fulfilled on a Sunday are now satisfied on the remaining days of the week and, consequently, mobility shifts to those days when trading is allowed. In addition, the time previously devoted to Sunday shopping is used by the inhabitants not only to stay at home but also to undertake new (not accomplished earlier) activities which required travelling. Additionally, the modal division of means of transport used for this purpose points to the more frequent use of the car (as driver) and less frequent use of the possibilities offered by non-mechanised transport.

The study of factors responsible for possible changes in residents’ transport behaviours related to the introduction of Sunday trading restrictions and the degree of their correlation (independence) with the implemented ban (the second specific research objective), shows that such changes actually occurred (especially with regard to travel motivations, modal division and duration of journeys, and mobility). Another phenomenon discovered in relation to these features is a statistically significant correlation regarding trade in general, although this correlation can be described as weak.
The analysis of the spatiotemporal features of residents’ mobility, which is driven by the load of the urban road network on Sundays with and without trading restrictions (our third specific objective), indicates that changeability in the matter is clearly noticeable, and insufficiently diverse. Changes in time are mostly distinguishable on Saturdays and Sundays (even though increased traffic flows were recorded on all days of the week with trading restrictions), and changes in space (the fourth specific research objective) mainly refer to the areas in the vicinity of shopping centres and main sections of the street and road infrastructure that serve the traffic entering and leaving the city.

Apart from the conclusions resulting from the major aims of this work, the research also established (and partly confirmed other research results in academia) that in Lodz (as a post-socialist city):

- Sunday is mainly used as a day of passive rest at home;
- Non-trading Sundays foster the undertaking of recreation and sports as well as cultural and leisure activities;
- The aforementioned activities replace Sunday shopping, while also influencing any decisions over attending church;
- Inhabitants are generally willing to travel longer distances to do non-food shopping than they are for food shopping; and
- During trading Sundays it is women rather than men who go out, and additionally women do shopping more often.

This research was conducted in the first year of the imposition of the partial ban on Sunday trading. It seems that changes in the demand for transport which took place in this period, may still need to undergo further transformations due to: firstly, achieving a better balance where the retail and transport systems meet; and secondly, owing to the gradual increased restriction on Sunday trading.
Research into people’s transport behaviours and spatial mobility is important for a number of reasons. It returns invaluable analytical materials that allow us to recognise and describe principles governing traffic and its modelling; it provides data for studying trends and any corresponding necessity for changes in the researched territories; and for preparing insightful reports, projects and evaluations of the effectiveness of individual constituents and devices of the transport system. It also facilitates analyses of traffic as a sociological phenomenon. The results can be directly translated into transport studies (which take into account spatial management, transportation schedules, mobility plans, and industrial strategies and policies), traffic models (particularly those related to the incorporation of retail facilities in urban space), the designs of roads, carparks and junctions (which are capable of taking traffic for precisely specified purposes), and strategies of traffic organisation and traffic light management (varied traffic signal timing adjusted to trading and non-trading days).

The results also facilitate the monitoring of the effectiveness of implemented transport policies, preparation of feasibility studies, economic analyses, environmental studies, and traffic safety reports, commercial applications of traffic data, design and supervision of traffic management systems, and implementation of electro-mobility (choosing locations for charging points, delineating the boundaries of zero-emission zones, etc.). This research project, based on a questionnaire survey, automated data from various types of sensors and detectors, and image analysis, applied to determine the impact of the legislation that does not refer directly to transport laws and regulations, also returns wide ranging implications for both national and local, urban transport policies, the purpose of which is to generate transport behaviours that are concordant with, for instance, the principles of sustainable mobility. The results of this study can also be utilised by lawmakers as material facilitating verification and validation of the premises behind the introduction of laws and regulations.

Acknowledgements

This article is based on the results of the research project No. 2018/02/X/H54/00083 financed by the National Science Centre Poland, and the research project No. 2019/33/N/HS4/01733 financed by the National Science Centre Poland.

References:

Act on Retail restrictions on Sundays and Public Holidays as well as Some Other Specified Days (Item 305 published in the Official Journal of Laws of the Republic of Poland (“Dziennik Ustaw”).


Please cite this article as:

Using local climate zones to compare remotely sensed surface temperatures in temperate cities and hot desert cities
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Abstract

Urban and rural thermal properties mainly depend on surface cover features as well as vegetation cover. Surface classification using the local climate zone (LCZ) system provides an appropriate approach for distinguishing urban and rural areas, as well as comparing the surface urban heat island (SUHI) of climatically different regions. Our goal is to compare the SUHI effects of two Central European cities (Szeged, Hungary and Novi Sad, Serbia) with a temperate climate (Köppen-Geiger’s Cfa), and a city (Beer Sheva, Israel) with a hot desert (BWh) climate. LCZ classification is completed using WUDAPT (World Urban Database and Access Portal Tools) methodology and the thermal differences are analysed on the basis of the land surface temperature data of the MODIS (Moderate Resolution Imaging Spectroradiometer) sensor, derived on clear days over a four-year period. This intra-climate region comparison shows the difference between the SUHI effects of Szeged and Novi Sad in spring and autumn. As the pattern of NDVI (Normalised Difference Vegetation Index) indicates, the vegetation coverage of the surrounding rural areas is an important modifying factor of the diurnal SUHI effect, and can change the sign of the urban-rural thermal difference. According to the inter-climate comparison, the urban-rural thermal contrast is the strongest during daytime in summer with an opposite sign in each season.
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1. Introduction

Urban areas substantially modify the radiative, thermal, moisture and aerodynamic conditions with more vegetation and less artificial surfaces on the local scale and mesoscale (Oke et al., 2017), creating a so-called urban climate different from the surrounding area. These modified features are also different within the city, depending on the characteristics of the built-up areas and anthropogenic activities (intra-urban differences). One of the most common phenomena associated with cities is the urban heat island (UHI) effect, which can be detected in near-surface air (\(T_a\)), as well as in surface temperature (\(T_s\)) (surface UHI, SUHI: e.g. Raaul et al., 2017). This can be easily quantified as the temperature difference between urban and rural areas, although the terminology of these areas is not straightforward in the literature (e.g. Stewart, 2007). In the case of \(T_s\), several remotely sensed land cover products (Imhoff et al., 2010; Pongrácz et al., 2010; Zhou et al., 2013b; Mathew et al., 2018) and even night-time light data (Clinton and Gong, 2013; Fu and Weng, 2018) have been used to determine the boundary between urban and rural polygons.

2. Theoretical background

The concept of local climate zones (LCZs) has become a widely-used, universal framework, which is applicable for representing the lack of homogeneity of surface structures and land cover characteristics, even on the intra-urban scale, and therefore it can underlie the delineation of urban and rural areas. Its first formulation was released in Stewart (2009), and in its final form in Stewart and Oke (2012). It consists of 10 built-up and 7 land cover classes. Originally,
this surface classification scheme was designed for the description of the surroundings of $T_z$ measurement sites, but nowadays it has several applications. The first published study about an extension of LCZ beyond its primary functions, was in the mapping of zones in the urban area of a medium-sized Central European city (Novi Sad, Serbia), in order to recommend representative station sites for an urban climate monitoring network (Unger et al., 2011). The applied mapping process was relatively simple, as it was based on only the visual inspection of aerial images and the authors’ local knowledge.

Some time later, Bechtel and Daneke (2012), Bechtel et al. (2015) and Lelovics et al. (2014), developed more objective LCZ mapping methods; then, others followed them with the elaboration and comparison of different mapping approaches (e.g. Geletič and Lehnert, 2016; Quan et al., 2017; Wang et al., 2018b; Hidalgo et al., 2019; Mushore et al., 2019). Today, the LCZ-system is used worldwide, and the recent comparisons of thermal features in neighbourhoods with different built-up area characteristics, revealed definite $T_s$ differences between the zones; thus they confirmed the usefulness of the scheme (e.g. Stewart et al., 2014; Unger et al., 2015; Leconte et al., 2015, 2017; Skarbit et al., 2017; Kotharkar and Bagade, 2018; Shi et al., 2018; Yang et al., 2018).

Besides these studies directed at $T_s$ characteristics, the mapping of LCZs has expanded the application possibilities of the zones (Geletič et al., 2016). For instance, in recent years the scheme also provided a basis for some inter-LCZ thermal comparisons, using surface temperatures derived from remotely-sensed measurements. Some of these comparisons use airborne or high-resolution remote sensing data, but these are essentially case studies with small datasets. In comparison, Skarbit et al. (2015) applied high resolution $T_s$ data acquired by an airborne small-format digital imaging system, measured on an August night in Szeged, Hungary. Bartesaghi Koc et al. (2018) used LiDAR-derived parameters to evaluate the quality of LCZ classifications by a comparison of mean values of $T_s$.

Nassar et al. (2016) investigated the LCZ–$T_s$ relationship, applying Moderate Resolution Imaging Spectroradiometer (MODIS) 8-day composites from a year-long period, supplemented with nine Landsat scenes in Dubai (United Arab Emirates). Their analysis targeted the effects of different urban zones with varying structures, cover types and proximity to the ocean, urban cooling and heating in a city with dry desert climate. Wang et al. (2018a) also studied this relationship in arid cities in the south-western United States (Phoenix and Las Vegas), based on two night-time and two daytime ASTER (Advanced Spaceborne Thermal Emission and Reflection Radiometer) images from the warmer part of the year (May, August). They concluded that this type of analysis of LCZs provides valuable information about the distributions of land surface temperatures at the neighbourhood scale. Mushore et al. (2019) used cloud-free Landsat 8 imagery and WUDAPT methodology to monitor $T_s$ patterns in Zimbabwe – on three cool days and three hot days. A study from the wet subtropical Yangtze River Delta (China) mega-region has to be mentioned: it acquired $T_s$ from 13 Landsat and ASTER images (Gai et al., 2018). Their results also confirm that $T_s$ is generally consistent with those LCZs showing higher $T_s$ values in built-up LCZs.

Gémes et al. (2016) examined the seasonal development of urban $T_s$ in the same study area using 7 Landsat thermal images, during a period of 30 years and 7 images within a year. Also in Central Europe, Geletič et al. (2016) studied Prague and Brno (Czech Republic) using 8 Landsat and 8 ASTER thermal images, eight images for each city, which were obtained in the warmer months of the year. Summarising their results, the variation of $T_s$ is generally consistent with the LCZ classes as they have a higher temperature observed in built-up area classes. Recently, Geletič et al. (2019) performed an inter- and intra-zonal investigation of three Central-European cities (Prague, Brno and Novi Sad) and they also analysed the role of the vegetation in the $T_s$ pattern. The results show that the character of the vegetation has well-marked effect on the intra-zonal seasonal variability of $T_s$.

Up to the present, most of the thorough longer-term investigations based on a continuous dataset have focused on the $T_s$ differences of urban-rural areas, defined by different subjective techniques, and they do not apply LCZ mapping for characterisation and separation in and around urban areas. For instance, Zhou et al. (2013b) systematically analysed the daytime SUHI of European cities using MODIS-Aqua imagery between 2006 and 2011. They calculated the SUHI as the difference between the mean $T_s$ of urban and rural clusters as defined by CORINE land cover data. They showed that the SUHI of many city clusters was higher in spring than in autumn. This result is considered a consequence of a phase shift between the astronomical and meteorological seasonality of $T_s$ in the urban area and its surroundings. According to further sensitivity simulations in London (Zhou et al., 2016), this hysteresis can be explained by the region-specific seasonal variation of solar radiation.

Peng et al. (2012) selected 419 large cities to quantify inter-city differences and explore the global drivers of SUHI. They used MODIS-Aqua $T_s$ data during the 2003–2008 period to report that cities with a more seasonal greening contrast between urban and suburban areas have a more pronounced seasonal SUHI effect. They also analysed the relationship between diurnal and nocturnal SUHI, and no correlation was found between them, which can be explained by the fact that driving mechanisms during the day are different from those at night.

Several Central European cities (i.e. Belgrade, Munich, Vienna, Milan, Warsaw, Zagreb and Budapest) were investigated by Pongrácz et al. (2010), between 2001 and 2003 using MODIS $T_s$ and land cover products. According to the measurements in most of the examined cities, the nocturnal SUHI intensity was near-permanent (2–3 °C) between spring and autumn. The maximum intensity of SUHI occurred in daytime in summer, and the monthly mean intensity changed in a range from 1 °C to 6 °C. Tran et al. (2006) focused on eight Asian megacities that are located in both temperate and tropical climates. The most severe SUHI intensity (12 °C) was observed in Tokyo within a period of three years. Zhou et al. (2013a) evaluated the diurnal variation of SUHI in Beijing on the basis of four typical 24-hour daily cycles in 2005, using MODIS data as well as in situ measurements. In addition to the temporal cycle, they also analysed the spatial extension of the SUHI in Beijing.

From the research studies cited above, it can be concluded that there is a shortage of LCZ–$T_s$ relationship investigations that are based on a large number of thermal images, enabling detailed diurnal and seasonal analysis. In this paper we intend to reveal the urban-rural and intra-urban surface thermal reactions, and their differences ($\Delta T_s$) between Central European cities (Szeged, Hungary and Novi Sad, Serbia) with a warm and humid temperate climate.
(Köppen type Cfa), as well as a city with a hot desert climate (Beer Sheva, Israel) (Köppen type BWh), based on a 4-year series of satellite data. Hence, the general aim is to depict the diurnal and seasonal evaluation of mean $\Delta T_s$ values based on the cloud-free thermal pictures of MODIS in the period of 2014–2018.

Our specific objectives are to:

i. map LCZ patterns by city based on Landsat images;

ii. reveal the differences in the distribution of LCZs by climatic region;

iii. separate the ‘urban’ and ‘rural’ areas containing 1-km tiles according to the MODIS grid;

iv. determine the clearly distinguishable (representative) LCZ cells within the urban areas;

v. collect MODIS thermal images with clear conditions and separate them according to season (winter and summer), as well as night and day;

vi. compare the obtained mean seasonal and diurnal urban-rural $T_s$ differences between the Cfa and BWh climatic regions (Szeged, Novi Sad vs. Beer Sheva); and

vii. compare the obtained mean seasonal and diurnal $T_s$ differences of specific LCZs and rural areas between the Cfa and BWh climatic regions (Szeged, Novi Sad vs. Beer Sheva).

3. Data and methods

Figure 1 illustrates the locations of the studied cities and the general characteristics (aridity, vegetation) of their regions based on a colour Google Maps image.

Szeged (Hungary) and Novi Sad (Serbia) are located on the Great Hungarian (or Pannonian) Plain in Central Europe (see Fig. 1a). They have similar geographical and climatic environments: both of them can be found on mostly flat terrains and are in Köppen’s climatic region Cfa characterised by a warm and humid temperate climate, with a relatively warm summer and no distinguishable dry season (Beck et al., 2018). Szeged has a densely-built midrise core of the city that becomes more open towards the suburban areas (Fig. 1b). The north-eastern part of the city consists of blocks of flats, while the suburbs are characterised by warehouses and detached houses with gardens. The neighbouring rural area is used for cultivating wheat, maize and other crops, but a few scattered trees are also found there (Skarbit et al., 2017). The central area of Novi Sad is densely built and wide avenues connect different areas of the city, which can be mainly characterised by midrise and low-rise built-up types (Fig. 1c). Warehouses and industrial zones are located in the northern suburban areas. The city surroundings are predominantly characterised by arable land, as well as dense and scattered tree areas (Unger et al., 2011).

Beer Sheva is the largest city in the Negev desert of southern Israel. In contrast to the previous two cities, it has a hot arid climate with Mediterranean influences (Köppen type BWh: Beck et al., 2018). It is one of the fastest growing cities in Israel; the development of its present cityscape has occurred only in the last century (Fig. 1d). The historical city centre, built in the late Ottoman era, has been surrounded by several new urban neighbourhoods built in recent decades. The new part of Beer Sheva consists of 17 residential districts, as well as a university campus, hospitals, information technology and biotechnological centres. Its rural surroundings are dry and bare, occasionally with some vegetated patches. Table 1 summarises the main climatic and geographical features of the studied cities.

Considering that the mapping method of Bechtel et al. (2015) uses open-access software and remotely sensed data, which has a homogeneous fine scale coverage, we applied this globally comprehensive classification method in this paper. This method is also applied in the worldwide WUDAPT (World Urban Database and Access Portal Tools) project (www.wudapt.org; Bechtel et al., 2019), as it provides a simple and objective workflow for LCZ mapping. Two freely accessible software programs are required (i.e. Google Earth and SAGA-GIS) to process all the 11 spectral bands of the Landsat 8 satellite imagery as input data. The multi-temporal, highest quality level (Level-1) Precision
Terrain data of the OLI (Operational Land Imager) and the TIRS (Thermal Infrared Sensor) instruments was retrieved from the Earth Explorer user interface of the U.S. Geological Survey. Cloud-free Landsat 8 images were selected for each city, which were taken in three different sections in the year (Szeged: 24.06.2017, 27.08.2017, 30.10.2017; Novi Sad: 04.03.2017, 24.06.2017, 30.10.2017; Beer Sheva: 17.09.2017, 19.10.2017, 07.01.2018) to represent the intra-annual changes. Although the high resolution Landsat 8 images (30–100 m) are ideal for the mapping, we need to resample the images to a common resolution (100 m) in SAGA-GIS, which is acceptable for monitoring local patterns. Due to the annual course of surface properties, satellite images from different seasons are used for the LCZ mapping.

The first part of the process is to define the sample areas of the LCZ classes (training area polygons) and the region of interest (ROI) in Google Earth, called the training area (see Fig. 2). Each training area needs to be at least a 500 m × 500 m polygon with homogeneous structure, and the ROI must be a square-shaped polygon that covers the urban site, including the agglomeration and its surrounding natural environment. These delineated training area polygons and ROI are retained in a kml format file. In SAGA-GIS we perform the vector and raster processing using this kml file and Landsat 8 multispectral satellite images. A random forest classification algorithm performs the automated classification of Landsat images using the training polygons as learning areas within the ROI. If the classification does not take place properly, we have to improve the training areas and repeat the workflow. In the end, we perform a majority filtering that scans the neighbouring pixels within a given distance of a central pixel according to the size of the filter radius. If a particular LCZ class is in the majority in this examined field, all pixels are changed to that LCZ class. In this paper the selected size of the radius was 3 pixels; because this reduces noise, however, it does not perform unreasonable generalisation. The result of this workflow is a final LCZ map with reduced noise due to the filter.

To analyse the thermal properties of the urban area over the four-year period (2014–2018), we used derived Version 6 products (MOD11A1 and MYD11A1) from the measurements of the MODIS sensor, which can be found on the Terra and Aqua satellites. As parts of the American National Aeronautics and Space Administration’s (NASA) Earth Observing System, these solar-synchronous satellites (i.e. Terra and Aqua) carry out the tasks of providing data from different spheres of the Earth including the land surface, biosphere, hydrosphere, cryosphere and atmosphere. The MODIS sensor measures radiation in 36 electromagnetic spectral bands with different spatial resolutions (250 m, 500 m, 1000 m) (NASA, 2006).

In this paper, we use $T_s$ – derived from the raw MODIS radiation data – calculated from bands 3–7, 13 and 16–19 for retrieving emissivity, band 26 for cirrus cloud detection, and bands 20, 22, 23, 29, 31 and 32 for correction for atmospheric parameters (Wan and Dozier, 1996; Wan and Snyder, 1999). $T_s$ is retrieved by a generalised split-window algorithm. The quality of the data is improved by the optimisation of the algorithm coefficient to the viewing angle.

In addition, the method is less sensitive to uncertainty in emissivity over wide ranges of surface and atmospheric conditions. According to validations with in situ measurements, the MODIS $T_s$ product accuracy is better than 1 °C over land (Wan et al., 2004; Wan and Dozier, 1996). Moreover, the quality assessment of Version 5 $T_s$ by Wan (2008) and Wan and Li (2008) reported root mean square differences of less than 0.5 °C across 39 tested cases. The satellites can provide a total of four images per day for each city – hence, in this way we can consider two images for daytime and two images for night-time during 24 hours for the examined areas. The horizontal resolution of the thermal infrared measurements is 1 km, which is

<table>
<thead>
<tr>
<th>Features</th>
<th>Szeged</th>
<th>Novi Sad</th>
<th>Beer Sheva</th>
</tr>
</thead>
<tbody>
<tr>
<td>mean annual temperature (°C)</td>
<td>11.9</td>
<td>12.2</td>
<td>20.4</td>
</tr>
<tr>
<td>the highest mean monthly temperature (°C)</td>
<td>22.7</td>
<td>23.0</td>
<td>27.5</td>
</tr>
<tr>
<td>the lowest mean monthly temperature</td>
<td>0.4</td>
<td>0.8</td>
<td>12.6</td>
</tr>
<tr>
<td>mean annual amount of precipitation (mm)</td>
<td>508</td>
<td>620</td>
<td>194</td>
</tr>
<tr>
<td>geographical coordinates</td>
<td>46.25°N, 20.15°E</td>
<td>45.25°N, 19.85°E</td>
<td>31.25°N, 34.80°E</td>
</tr>
<tr>
<td>urban area (km²)</td>
<td>40</td>
<td>102</td>
<td>110</td>
</tr>
<tr>
<td>altitude (m a.s.l)</td>
<td>80</td>
<td>86</td>
<td>260</td>
</tr>
</tbody>
</table>

Tab. 1: Some climatic and geographical features of the studied cities
Sources: climate; 1986-2015 (Harris et al., 2014); geography; United Nations (2019)

Fig. 2: The processing scheme of LCZ mapping
Source: authors, based on Bechtel et al., 2015
appropriate in recognising the overall thermal pattern of the studied areas. More information about the specifications of the sensor is provided in Table 2.

Since an anticyclonic weather situation, with clear sky and low air movement, is the ideal weather condition to examine local-scale thermal features, we selected all clear days between the summer of 2014 and the spring of 2018. Considering the whole urban and rural area around the cities, we neglected all the days when any cloudy tile (cell) was detected (see Fig. 4 for their numbers by season and city).

One of our goals is to reveal the thermal differences between urban and rural areas. To complete a comprehensive study, it is especially important to define urban and rural areas as precisely as possible. In this study, we obtained the fractions of individual LCZ classes for each MODIS tile using the QGIS and based on these ratios we evaluated the building surface fraction of each cell. So, we consider ‘urban’ tiles that:

i. include at least 50% of built-up LCZ; and

ii. the cells form a coherent area (polygon) in order to neglect the effect of smaller, separated built-up patches near the suburban area; and

iii. to avoid the overspreading of the urban areas over the sparsely-built regions around the most urbanised areas, urban cells must be located within the administrative border of the city.

The specification of a representative rural area was a more complex challenge. In more detailed research, Pongrácz et al. (2010) divided the urban and rural areas by the MODIS land cover product based on information about the elevation and radiation features of the surface. The urban area consisted of pixels with urban land cover within 15 km of the city centre, while the rural area is located in a radius belt of 15–25 km around the city centre. The pixels with hills were eliminated in the examined area.

Since we also require an area without any significant effects of built-up areas, water bodies or substantial topography, cells with a height difference above 200 m compared to the urban polygon or being covered by more than 1% of water, must be eliminated. Additionally, rural areas are defined as (i) mostly uninhabited, and (ii) being located at least 2 km from the urban boundary. Hence, the rural areas form a belt of equal area around the urban area, similarly to previous works (e.g. Peng et al., 2012; Zhou et al., 2013b). The rural tiles (iii) must contain less than 1% of the total building surface fraction (TBSF) in order to avoid the effects of small towns and villages around delineated urban areas. As the building surface fraction (BSF) (Stewart and Oke, 2012) varies according to LCZ class, different ratios of LCZ class were allowed in rural tiles (Tab. 3). For example, when a tile contains LCZ 9, which has a minimum of 10% BSF, we eliminate this from the rural area, if the tile contains more than 10% of LCZ 9 due to it exceeding 1% TBSF of the entire tile. As an LCZ class shows higher BSF, we obviously take into account a smaller fraction of a tile.

Focusing on the thermal features of the individual urban LCZs, the investigation of representative areas of LCZ classes is required. For this purpose we selected MODIS tiles which have more than 55% coverage of a particular LCZ class. As a following step, mean $T_s$ differences between the selected LCZs and rural areas were calculated for each cloud-free day and night, using the MOD11A1 and MYD11A1 images indicated above.

The satellite-derived $T_s$ data series enable us to reveal the spatial and temporal features of the surface thermal features in the three target cities. First, we calculate the $T_s$ mean values of the separated urban and rural areas for daytime (based on forenoon and afternoon MODIS images), and night-time (based on night and dawn images), in the case of each city. Then, we compute the mean diurnal and nocturnal $T_s$ differences between urban and rural areas (SUHI intensity or $\Delta T_{i(u-r)}$). To retrieve the differences in thermal reactions caused by urban effects in the same and quite different climatic regions, the mean diurnal and nocturnal SUHI intensities between Szeged, Novi Sad (both Cfa) and Beer Sheva (BWh) were compared by season, and then the obtained differences are analysed and explained.

In addition we calculated the difference between the mean $T_s$ of tiles with the same LCZ classes and the mean $T_s$ of the rural area, as determined previously. The comparisons of the cities are presented in box-percentile plots (Esty and Banfield, 2003), which provide representative visualisations by showing the entire range and the distribution of the

<table>
<thead>
<tr>
<th>Sensor</th>
<th>MODIS</th>
</tr>
</thead>
<tbody>
<tr>
<td>satellite</td>
<td>name of the product</td>
</tr>
<tr>
<td></td>
<td>MOD11A1</td>
</tr>
<tr>
<td>equatorial crossing times</td>
<td>10:30 a.m. (descending)</td>
</tr>
<tr>
<td>acquisition times (UTC)</td>
<td>9–10 a.m. and 8–9 p.m.</td>
</tr>
<tr>
<td>height</td>
<td>~705 km</td>
</tr>
</tbody>
</table>

**Tab. 2: Technical features of the MODIS sensor**
Source: after Wan and Snyder (1999)

<table>
<thead>
<tr>
<th>LCZ classes</th>
<th>BSF (%)</th>
<th>Maximum TBSF (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>compact midrise (2)/low-rise (3)</td>
<td>40–70</td>
<td>2.5</td>
</tr>
<tr>
<td>open-set midrise (5)/low-rise (6)</td>
<td>20–40</td>
<td>5</td>
</tr>
<tr>
<td>large low-rise (8)</td>
<td>30–50</td>
<td>3</td>
</tr>
<tr>
<td>sparsely built (9)</td>
<td>10–20</td>
<td>10</td>
</tr>
</tbody>
</table>

**Tab. 3: Building surface fraction (BSF) of the built LCZ classes and the maximum possible value of the total building surface fraction (TBSF) of the cells considered as rural. Source: after Stewart and Oke, 2012**
seasonal T_s differences. The boxes spread from minimum to maximum and the width contains detailed information about the distribution. The white lines – within the box – indicate the 25th percentile or lower quartile (near the bottom), the 50th percentile or median (in the middle) and the 75th percentile or upper quartile (near the top) value, therefore the area between the two quartiles represents half of all cases. The median has an advantage compared to the mean, namely, it is less affected by the extreme values. The black point – within the box – indicates the mean value of the T_s differences in each season. The numbers located near the horizontal axis of the diagram indicate the number of cases considered in the individual box above.

4. Results and discussion

Figures 3a–3c present the obtained LCZ maps for Szeged, Novi Sad and Beer Sheva (hereinafter Sz, NS and BS), respectively. First of all, we can notice that three LCZ classes are absent in the urban areas: LCZ 1 (compact high-rise); LCZ 4 (open high-rise); and LCZ 7 (lightweight low-rise). In the case of NS and Sz, the administrative border – indicated with a black line – is located relatively distant from the city centre and encloses a large green area beside the built-up area (Figures 3a, b). In comparison to these cities, BS’s border is located nearby the mostly built-up core of the city (Fig. 3c). In addition, the administrative border separates broad, mostly sparsely-built (LCZ 9) regions from the central part of NS (to the south of the Danube) and BS (to the east of the city). Compact midrise classes (LCZ 2) are located in three different parts of the city in NS, LCZ 2 is situated in the city centre of Sz, whereas this zone is completely missing in BS. While the LCZ 3 (compact low-rise) and LCZ 5 (open midrise) classes are located north and south of the city centre in Sz, these LCZ classes are located near the city centre as well as in isolated patches at a greater distance from the centre both in NS and BS. The most common classes around the central built-up area in Sz and NS are the open low-rise (LCZ 6) and sparsely built (LCZ 9) types, whereas these classes appear much less frequently within BS. There are also differences in the location of the large low-rise (LCZ 8) class, as the north-western part of Sz includes the LCZ 8 class, while this class is found in separated patches in NS (mostly in the northern half of the city) and in BS (in the southern part of the city). Heavy industry (LCZ 10) appears in both Central European cities and is associated with petroleum production and refining. It is located closer to the city centre and covers a larger area, however, in NS than in Sz.

The dominant land cover types around the two Central European cities are low plants with some dense and scattered trees (Figs. 3a, b). Some parts of the low plant areas temporarily change to bare soil within the year because of their agricultural use; thus, these two categories are merged into LCZ D. Since multiple satellite images from different dates are used to determine the different LCZs, the merging of the two zones simplifies the classification. In contrast, around BS, beside the scattered trees and low plants, the other dominant land cover is sand because of the semi-arid environment (Fig. 3c). As a result for further investigations, Figure 3 also shows the delineated urban polygons and the separated rural tiles for each city determined by the selection procedure described above.

We selected tiles that are covered by particular LCZ classes over more than 55% of the tile area, and assigned them with the numbers of the majority LCZ class in each urban area. These selected tiles were taken into consideration in the analysis of intra-urban and inter-urban thermal differences of the zones. Where there is no zonal number within the delineated urban area (Fig. 3), neither of the LCZ classes reached 55% coverage. Table 4 summarises the numbers of the selected urban tiles by zone and the numbers of the tiles in the rural areas assigned in and around the cities.

Fig. 3: LCZ maps shown on the MODIS grid covering the study areas: administrative city borders (black line); delineated urban polygons (purple line); and rural (blue line) areas in and around (a) Szeged, (b) Novi Sad and (c) Beer Sheva (the selected LCZ tiles are marked by zone number)
Source: authors’ elaboration
The seasonal urban-rural $T_s$ differences ($\Delta T_{s(u-r)}$) in Szeged (Sz), Novi Sad (NS) and Beer Sheva (BS) that were detected on clear days in daytime are shown in Figure 4. In Sz and in BS the largest absolute $T_s$ difference values were detected in summer. In Sz the difference increases from winter to summer, then decreases in autumn. There is no substantial annual variation – the seasonal medians fluctuate between 0.3–1.3 °C – and the surface of the urban area is warmer than the rural area producing a recognisable SUHI effect in Sz. The medians of the $\Delta T_{s(u-r)}$ have opposite sign throughout the year in BS, implying that the rural areas around BS are much warmer compared to the urban areas, therefore, the surface of the built-up area in BS acts as an urban cool island. This cooling effect of the delineated urban area is moderated (−1.9 °C median) in winter and it increases throughout the year − $\Delta T_{s(u-r)}$ reaches even −6.5 °C in summer and autumn on certain days. This opposite behaviour ensues from the fact that sand or dry bare soil is heated up more intensively by the stronger incoming solar radiation than in the Central European region, which is covered mostly with vegetation. In addition, in Central Europe the higher soil moisture content also helps to decrease $T_s$ more effectively compared to BS.

Similar results were reported in cities surrounded by desert, such as Jeddah in Saudi-Arabia and Mosul in Iraq (Peng et al., 2012). Negative daytime SUHI intensity contributes to the oasis effect (Oke, 1987; Georgescu et al., 2011) caused by the residential and agricultural irrigation within the urban area. Georgescu et al. (2011) simulated this influence with the Weather Research and Forecasting (WRF) regional climate model over Phoenix, Arizona. They concluded that besides the oasis effect, landscape and soil moisture conditions also explain the daytime cooling of urban areas. Observations from the United States also demonstrate the dependence of seasonal SUHI on biomes and environmental factors (Imhoff et al., 2010). The diurnal variation of thermal properties is discussed on the micro-scale by Zhan et al. (2012).

NS can be characterised by a high annual variation between the seasons. The sign of $\Delta T_{s(u-r)}$ is mainly negative in all seasons except in summer, when a higher positive maximum of the median (2.1 °C) is observed than in Sz. In summer, NS shows a larger fluctuation (from −1.7 °C to 4.7 °C) in $T_s$ differences, and the resulting SUHI effect of NS is mostly stronger (1–3.5 °C) compared to Sz (0.7–1.7 °C). Moreover, a clear deviation was observed in spring: the surface of the urban area was considerably cooler (by 2.9 °C on average and mostly 2.3–3.9 °C) in general than the rural area. In absolute terms, greater diurnal differences occur in spring (even 6 °C) than in summer (4.7 °C), when the urban area is heated by strong shortwave radiation causing a SUHI effect.

To reveal the reason for prominently negative $\Delta T_{s(u-r)}$ values in NS, average spring NDVI (Normalised Difference Vegetation Index) values were calculated for each MODIS tile. The NDVI values shown in Figure 5 enable us to analyse the differences in the spatial distribution of the vegetation in the urban and the rural areas in both cities. Figure 5a demonstrates that the rural area is characterised by higher NDVI values compared to the urban area in the

Fig. 4: Intra- (Cfa) and inter-climatic (Cfa vs. BWh) comparison of the diurnal urban-rural surface temperature differences ($\Delta T_{s(u-r)}$) by season (Szeged, Novi Sad vs. Beer Sheva, clear days, 01.06.2014–31.05.2018). Note: small numbers at the bottom of diagram = total numbers of selected satellite images by season in the studied cities. Source: authors’ elaboration
case of Sz. Figure 5b shows relatively low NDVI values in the rural area around NS, while the urban area has a similar pattern to Sz – the lowest mean NDVI values are detected in the most densely built-up areas (LCZs 2 and 3). In the surroundings of NS, the agricultural areas are mostly bare from autumn to spring (after the harvest and before the subsequent harvest), which leads to a rapid warm-up of the fields covered by dark soil in the morning, meanwhile the rural area around Sz is still covered by crops (as a result of the autumn sowing). Consequently, the rural areas of NS result in higher $T_s$ values in spring than the rural areas of Sz.

According to the previous research of Savić et al. (2018) on the $T_s$-LCZ connection in the urban and the surrounding area of NS, during the vegetation period higher $T_s$ values were detected in spring and autumn in the area covered with LCZ D compared to the built-up zones. The rural areas around NS and Sz are typically agricultural areas. The arable lands around NS are covered mostly by dark chernozem soil (with low albedo), while the soil around Sz although of a similar texture, it additionally contains a certain fraction of sand, which makes it less dark, resulting in somewhat higher albedo.

In winter, there is no substantial thermal difference between Sz and NS as the medians of $\Delta T_{s(u-r)}$ are around 0 °C in both cities, with the least variation among the seasons. Finally, in autumn, the rural areas of NS are slightly warmer than the urban areas as the box extends between – 1.3 °C and 0.1 °C, meanwhile in Sz the distribution of $\Delta T_{s(u-r)}$ is slightly more symmetrical with a small positive (0.3 °C) median value.

Similarly, different SUHI effects were detected in many European cities in spite of the same background temperature in spring and in autumn (Zhou et al., 2015b; Zhou et al., 2016). This phenomenon is considered to be the result of different (astronomical and meteorological) seasonality in the urban and rural temperature, which can lead to differences in phenological phases.

The nocturnal urban-rural $T_s$ differences (Fig. 6) clearly show less variability in the Central European cities, which is expected in an urban environment located in a moderate climate (e.g. Pongrácz et al., 2010). Generally, the urban areas are slightly warmer in the Central European cities than the corresponding rural areas. Meanwhile, in BS the mean seasonal $\Delta T_{s(u-r)}$ values change between 0.2 °C and 0.5 °C throughout the year, which implies almost no thermal difference on average between the urban and rural areas; nevertheless, the rural area around BS is occasionally more than 2 °C warmer than the urban area in summer. The mean seasonal $\Delta T_{s(u-r)}$ of Sz reaches a maximum in summer, and then it decreases towards winter, while NS has a maximum in spring, which slightly exceeds the mean.

---

**Fig. 5:** Distribution of mean spring NDVI in and around (a) Szeged and (b) Novi Sad (2014–2018)
Source: authors’ elaboration

**Fig. 6:** Intra- (Cfa) and inter-climatic (Cfa vs. BWh) comparison of the nocturnal urban-rural surface temperature differences ($\Delta T_{s(u-r)}$) by season (Szeged, Novi Sad vs. Beer Sheva, clear nights, 01.06.2014–31.05.2018). Note: small numbers at the bottom of diagram = total number of selected satellite images by season in the studied cities
Source: authors’ elaboration
\( \Delta T_{s(u-r)} \) in summer. Furthermore, a clear difference can be recognised between the two Central European cities in spring. NS shows slightly higher \( T_s \) differences (mainly 1.4–1.7 °C) compared to Sz (mainly 0.8–1.4 °C). The medians of \( \Delta T_{s(u-r)} \) range between 0.6–1.6 °C, thus \( T_s \) values in both urban areas are typically higher than in the corresponding rural areas.

The diurnal mean LCZ-rural \( T_s \) differences compared for Sz, NS and BS measured on cloud-free days in two thermally extreme seasons (winter and summer), are presented in Figure 7. In winter the medians of the LCZs have no outstanding spatial variability considering the three cities together (Fig. 7a). Regarding the LCZ classes, there is no substantial difference between the two Central European cities. Sz and NS have similar medians: \( \Delta T_{s(LCZ-r)} \) of Sz fluctuates between 0.3 °C and 0.7 °C within the urban area, while the medians in NS are between 0 °C and 0.5 °C. In NS the diurnal \( \Delta T_{s(LCZ-r)} \) fluctuates over a larger range, and lower (occasionally negative) differences occur between the LCZs and the rural area compared to Sz. For instance, the \( \Delta T_{s(LCZ-r)} \) in Sz changes between −0.6 °C and 1.7 °C, while the diurnal \( \Delta T_s \) values in NS are observed between −2.3 °C and 2.5 °C during the examined period. In BS, areas dominantly covered by LCZs 2 and 6 are not found, therefore they are absent from both Figures 7a and 7b. All of the LCZs are cooler in winter than the rural areas but there is no considerable discrepancy between them in their thermal reactions: the median of \( T_s \) difference was 1.6 °C for LCZs 3 and 9, meanwhile it was around 2 °C for LCZs 5 and 8.

In Sz and in NS the diurnal mean \( \Delta T_{s(LCZ-r)} \) values measured in summer generally fluctuate in a wider range than in winter (Fig. 7b). Due to the increased solar irradiation, the thermal differences between the LCZs are more conspicuous in the Central European cities. The strongest SUHI effect is detected in NS as the mean \( T_s \) differences of NS exceed the means of Sz considering each zone. The highest medians of the differences were observed between the most densely built-up class (LCZ 2) and the rural areas, both in Sz (3.3 °C) and in NS (4.5 °C). In Sz LCZ 2 is mainly warmer 2.2–4.4 °C than the surrounding rural area, while in NS this \( \Delta T_s \) changes mostly between 2.6 °C and 6.5 °C. Additionally, the difference reaches even 8 °C on certain days. In summer the medians of the diurnal \( \Delta T_{s(LCZ-r)} \) of Sz show a slight decrease moving from LCZ 2 (3.3 °C) to LCZ 9 (0.6 °C), except LCZ 8, where the median of \( \Delta T_{s(LCZ-r)} \) has a second maximum (2.2 °C). It shows consistency with the decreasing SUHI effect toward the border of the urban area as the \( T_s \) difference decreases proportionally with built-up area density. These results show good agreement with other studies (e.g. Thomas, et al., 2014; Mushore et al., 2019) suggesting that the most intense SUHI can be recorded in LCZ 2, while the weakest SUHI effect was detected in LCZ 9 in all seasons. In Sz and in NS, the sparsely-built (LCZ 9) zones show lower \( T_s \) compared to the rural areas, because of the higher ratio of vegetation, which has a cooling effect due to evaporation (Odindi et al., 2015; Stabler et al., 2015). In BS all the zones are colder than the rural area in summer similarly to winter, but the absolute LCZ-rural \( \Delta T_s \) differences are greater in this season. The mean \( T_s \) values in LCZs 5 and 8 are around 5 °C lower than the rural values, which is beneficial for the population of the city. For LCZ 5 the largest absolute \( T_s \) difference is 7 °C, while for LCZ 8 the difference reaches 7.5 °C. The nocturnal mean \( T_s \) differences between LCZs and the rural area that were measured on cloud-free days of winter and summer sorted by city, are shown in Figure 8. In winter (Fig. 8a), considering the Central European cities, the nocturnal \( T_s \) differences follow a similar pattern to the diurnal \( T_s \) differences: the medians in Sz fluctuate mainly between 0.4 °C and 1.1 °C, and the medians in NS vary in the range of 0.4–1.9 °C with a slightly descending order from LCZ 2 to LCZ 9. In BS a weak SUHI was detected during winter nights: LCZs 3 and 5 are mainly 0.2–1 °C warmer than the rural area around BS. In LCZs 8 and 9 there are no considerable thermal differences compared to the rural area.

In summer (Fig. 8b) the nocturnal \( \Delta T_{s(LCZ-r)} \) values of Sz and NS fluctuate over a substantially smaller range compared to the daytime ranges, but nevertheless they follow similar patterns. In BS none of the zones are

![Fig. 7: Intra- (Cfa) and inter-climatic (Cfa vs. BWh) comparison of daytime mean LCZ-rural surface temperature differences (\( \Delta T_{s(u-r)} \)) for (a) winter and (b) summer (Szeged, Novi Sad, Beer Sheva, clear days, 01.06.2014–31.05.2018). Note: small numbers at the bottom of diagram = the total numbers of selected satellite images by season in the studied cities. Source: authors’ elaboration](image)
considerably warmer than the rural surroundings, but some negative outliers can be found in each LCZ. In some extreme cases, \( T_s \) differences of around 3 °C occur (in LCZs 3 and 5). The relatively high presence of the negative outliers shows that the rural area around BS is rather warmer compared to the LCZs at night as well (although it is clearly less warm than during the daytime).

5. Conclusions

In this study, the surface thermal features of three urban areas were compared, taking into account their specific climatic regions. Szeged and Novi Sad are located in a temperate climate, in Central Europe, whereas Beer Sheva is situated in the semi-arid climatic region of Israel. We used the clear-sky surface temperature data product of the MODIS sensor between the summer of 2014 and spring 2018. To carry out comprehensive work, we performed LCZ mapping of the cities using the generally accepted WUDAPT methodology, and we delineated the urban and rural MODIS tiles according to different conditions in relation to the LCZ coverage. LCZ maps are able to illustrate the structure of the city that determines the thermal regimes. The seasonal urban-rural \( T_s \) differences were analysed and the results show that diurnal \( T_s \) differences are strongly affected by climatic conditions. Different urban effects were detected in the inter-climate comparison – the typical SUHI effect was recognised in Sz throughout the year in daytime, while the urban area showed a moderating/cooling effect in BS compared to the hot and semi-arid environment of the city. As it can be expected, the most intense SUHI effect was observed in the central and industrial parts of the cities in a temperate climate in summer. Regional plans should focus on limiting the built-up area density or providing more open, green spaces in the problematic areas.

Increasing the ratio of urban vegetation would be beneficial in both climatic regions, as (i) it helps to mitigate the urban-induced warming in a temperate climate, whereas (ii) vegetation improves the well-being of the habitants of cities surrounded by desert, so extending their vegetation cover is recommended. The results of this present study should be taken into account in developing environmental planning and mitigation strategies in urban areas in order to support sustainable local conditions.

In order to fully describe the relationship of \( T_s \) and vegetation, further research is required with more detailed remote sensing datasets. Namely, beside the temporal variation of the vegetation cover, soil moisture also plays a principle role in the thermal environment (e.g. Seneviratne et al., 2006). Future research should focus on this variable. A better understanding of the spatial distributions of thermal properties and recognising the potentially problematic areas, will clearly contribute to more climate-sensitive urban planning for decision makers.
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Scientific citizens, smartphones and social media – reshaping the socio-spatial networks of participation: Insects, soil and food

Matt REED

Abstract

The conjunction of citizen science and social media through the mediation of the smartphone is investigated in this Scientific Communication, following on from the last issue of the Moravian Geographical Reports (2019, Vol. 27, No. 4). Through a reconsideration of three previously published articles, in part written by the author, this paper reflects on these topics with regard to farmer innovation, local food networks and citizen-informed ecology. Each of these papers has used Twitter to gather data about practices of innovation and observation that have revealed new insights about innovation networks amongst farmers, urban-rural connections and insect behaviours. The reflections reported here are embedded in a discussion of the rise of the term ‘Citizen Science’. Recent experiences in areas as diverse as fisheries management and combating Ebola, have informed societal needs for greater engagement in finding inclusive, comprehensive solutions to urgent socio-ecological problems. This paper suggests a compositional approach to studies using citizen scientists and their data as a new avenue of practice and investigation.
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1. Introduction

Many societies are facing a crisis of confidence in their institutions. Voting and consumption practices do not address this malaise, as technologies impact society in unanticipated ways. Simultaneously, there are a series of grand challenges such as the climate emergency, the diseases of affluence, the urban transition and the relative stagnation of many economies. All of these crises have elements that engage with science and technology, giving rise to the need to navigate the social change collectively, often called ‘innovation’ or ‘disruption’. Greater engagement in science would seem to offer an essential adjunct to citizenship as part of the way out of this situation.

The loose use of the term ‘citizen science’ has conflated a discussion of the importance of participation, understanding science and access to the forums in which people can produce solutions. This paper focuses on three case studies from the United Kingdom that explore how a more nuanced understanding of the intersection of citizenship, technologies and social innovations, might inform a better understanding of science and citizenship. This communication follows from several questions raised in the last issue of the Moravian Geographical Reports (2019, Vol. 27, No. 4).

Social scientists have observed for more than two decades that the velocity of the development of the Internet, the technologies needed to access it, and the consequent societal changes are epochal in importance. In the smartphone, an array of technologies has come together, providing a mobile point of access to not only telephony but also to data networks. Portable and haptic smartphones have increased the scope of the devices, which now include built-in audio-visual capture, location tracking and sensors that allow for extensive data capture, as well as self-expression. Smartphones have penetrated many societies profoundly in less than two decades. Social media platforms, such as Facebook, Twitter and Instagram, allow people to create, share and discuss content within and between
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social networks. Financed by advertising and managed by algorithms, these platforms are that are seemingly allowing open expression of ideas and experiences, have become part of the daily practices of billions of people. These social media are displacing, replacing, augmenting, and reconfiguring previous communication and cultural habits, such as letter writing, newspaper reading, radio listening, leaf-letting and TV viewing. The dynamic interaction between technological developments, software innovations, global distribution and social changes are intertwined in complex ways and at various levels, making policy interventions difficult.

Early discussions of the Internet and associated technologies were concerned with their unequal distribution of access, across gender, educational status, space and social status. As the technologies have developed, the infrastructure has spread and prices have fallen, so the discussion has deepened to focus on the data generated by users, the uses made of it, and the appropriate use of it. There has been a shift from questions of access to the technology to questions about the data that access generates. Scientists of many disciplines have found these new streams of data, often in unprecedented volumes, to be a valuable new field of inquiry. As a mass and collective phenomenon, the initial enquiries were quantitative in form. More recently, qualitative methods have become both applicable and available. Initially, it appeared that the smartphone was the choice of those with fewer financial means and technological tools — that these devices both enabled and constrained access to Information and Communications Technology (ICT). Similarly, the focus on these technologies was on the city, reflecting the dominant form of economic development but also the structures of the technology. Mobile telephone networks carrying data, satellite technologies and the spread of fibre cables mean that many rural areas have parity of connection with urban ones. This development validates Castells’ observation that part of the innovation of the online is not to make space redundant but to cast it in different forms (Castells, 1996).

This paper focuses on three case studies (Hart et al., 2018; Reed and Keech, 2017; Mills, Reed, Skaalsveen and Ingram, 2019) to explore how social media is being used to reconfigure how people participate in society, illustrating varying degrees of reflectivity and deliberation across urban, rural and peri-urban spaces. These already-published case studies will be used to explore how citizen science might be understood more fully. The first study focuses on the role of users of social media as reporters of phenomena, which then can then be collected and analysed by researchers to gain more information about insect behaviours (Hart et al., 2018). This study focuses on the observational and collaborative role of citizens in the production of science. The second case considers an example of an affinity network around urban food, with a focus on how social media can be used to augment in-person networks of innovation. Through observational data, the study illustrates the social labour needed to foster social change and the emotional work around being critical (Reed and Keech, 2017). The third example is a case study focused on the activities of a network of farmers in sharing information and experimentation about farming practices aimed at securing the ecological health of the soil (Mills, Reed, Skaalsveen and Ingram, 2019). This trans-national network illustrates people developing, experimenting and sharing knowledge.

All of these examples intermesh complex networks of knowledge and social interaction. They raise important questions about how science can engage in promoting citizenship but also the need for greater sophistication in policy creation.

2. Theoretical departures

The public understanding of science, which shades into public engagement with science, has a long scholarly tradition that has significantly informed broader social theory, as well as being informed by it (Irwin, 2001). A brief consideration of this literature allows us to locate discussions of citizen science in a broader discussion, before coming to focus on some specific understandings of the term. Working from a broadly Foucauldian tradition, Rose identifies contemporary forms of science as they impact, particularly on the body, as creating a form of ‘biocitizenship’: “Strategies for making up biological citizens ‘from above’ tends to represent the science itself as unproblematic; they problematise how citizens misunderstand it. But these vectors ‘from below’ pluralise biological and biomedical truth, introduce doubt and controversy, and relocate science in the fields of experience, politics and capitalism” (Rose, 2007, p. 143).

This perspective places contemporary citizenship with a series of ‘projects’ in modernity, whereby various technologies shape, and are shaped, by people. For Rose, the emergence of genomic knowledge, a product of contemporary computational technologies, is paramount. Genomic information brings new responsibilities of taking on prudential actions, information seeking and new disciplines of the body. Significantly these are the grounds for hope: “Hope, here, is not mere wishing and anticipating—it postulates a certain achievable and desirable future which requires action in the present for its realisation” (Rose, 2007, p. 148). The biocitizen is an active citizen, making use of the technologies and knowledges in this role to be agents in their world, working with others in the present to re-position science.

If we take Rose’s schema of citizenship from above and from below to consider a few examples of citizens’ engagement with ‘science’, then the constellation of different definitions of citizen science becomes apparent. The EU’s Common Fisheries Policy makes use of ecological models to manage not fish populations but fishing effort, through the allocation of quotas of fish to be caught. Failure to comply with such quotas can lead to fishers being heavily fined or even imprisoned. The conformity of aquatic realities to these models is contested (Symes and Phillipson, 2009). Many critics point to how the limitations of the scientific models when engaged in the reality of fishing technologies, the actions of markets for fish and the failure of nature to conform to the models, has seriously denuded the marine environment whilst damaging coastal communities. Stephenson and colleagues argue, from evidence across Europe, North America and Australia, that the engagement of fishers as citizens results in better science (Stephenson et al., 2016). In this example, science ‘from above’, creating a specific form of citizenship via science for fishers, has begun to accept the necessity of plurality and discussion.

The desperate situation analysed by Richards in his work on popular science during the west African Ebola outbreak 2013–2014, illustrates how citizen science ‘from below’ can negotiate joint epistemologies (Richards, 2016). Richards illustrates how citizens working with local medics and Medicines San Frontičres (MSF) had begun to contain...
the epidemic before the arrival of the US military’s and the UK’s NHS outreach operations. Richards argues that the treatment and containment of Ebola was not about the deficiency of medical facilities in the afflicted communities. High-tech, well-funded hospitals struggled with the disease, but success lay with knowing how to manage it in its social context. By using local knowledge of other diseases, such as cholera, and using protective gear fabricated from plastic bags and swimming goggles, combined with an acute sensitivity to the social context, an effective people’s science was created. The innovations required were simultaneously medical and social scientific, with local people at the core of this process. In particular, the citizens were able to show medics how not caring for the bodies of the dead was as socially dangerous as it was medically risky. The dead could not be abandoned, and that medical framings of the disease would not be adopted until they attended to the socio-spiritual aspects, as well as the virological. The negotiation of this new science allowed people to work together with clinicians to defeat the outbreak. This vibrant example demonstrates the urgency but also the possibilities of science created from below.

Rose’s binary allows us to develop an understanding of the tension between a popular, participatory science and one which is imposed on people. As an example, Silvertown, in a widely-cited paper, describes the benefits of the involvement of citizens, as providing a cheaper, volunteer workforce, which is seen positively by funding bodies, but he does not see their inclusion as changing the ontological grounding of science (Silvertown, 2009). This instrumental view of citizen participation continues to inform many environmental science approaches, as it does not challenge the power of scientists. Many proponents of citizen science are proposing a hybrid form which continues elements of the science from above, with the active participation of those below. Hinchliffe and colleagues in their commentary on the ‘fifth wave’ of public health, note that publics are heterogeneous, hybrid and emergent (Hinchliffe et al., 2018). They argue that a ‘compositional’ approach needs to be taken, bringing the bio-medical sciences together with the humanities and social sciences to create new forms. Only by working together, sharing knowledge and experience, can complex problems such as anti-biotic resistance be countered. They identify “a process that is neither top down nor bottom up, but compositional, enabling the development of alliances where questions and approaches are co-created” (Hinchliffe et al., 2018, p. 8). They signal this transition by reversing ‘public health’ to ‘healthy publics’, suggesting an active, emergent and collective response rather than a singular solution. In this context Richards’ ‘popular science’ is less from below than compositional, aligning western medics from MSF embedded in local communities with the people in those communities.

In less urgent contexts there are two intersecting spheres where active citizenship is coalescing with these mobile technologies, which bring accounts of social movement activity into contact with broader accounts of social change. Social movement scholars have noted for some time that technologies, which bring accounts of social movement from below than compositional, aligning western medics how not caring for the bodies of the dead was as socially dangerous as it was medically risky. The dead could not be abandoned, and that medical framings of the disease would not be adopted until they attended to the socio-spiritual aspects, as well as the virological. The negotiation of this new science allowed people to work together with clinicians to defeat the outbreak. This vibrant example demonstrates the urgency but also the possibilities of science created from below.

3. Methods and case studies

The social media platform that is the focus of these three papers and provides this text with a constant theme, is Twitter. This micro-blogging platform allows for short sections of text with attached images and videos to be posted online with networks of followers, and interaction through sharing (re-tweeting) or approval through a ‘like’. To enable navigation through the vast flows of discussion, indexing terms (#hashtags) allow conversations to be interlinked. Weaving between these user-controlled and created elements are targeted advertisements and suggestions of possible connections generated by the Twitter algorithms. Significantly, for research purposes, it is possible to capture a small fraction of the streams of Twitter data, subject to limitations imposed by Twitter, either through bespoke programs or analytical packages such as Nvivo (Gonçalves, Perra and Vespignani, 2011). Most users understand that contributions to Twitter are published and can be subject to legal sanctions such as libel, as well as discussion and scrutiny. These features make Twitter an unusually public and readily available form of social media when compared to the more tightly-controlled platforms of Facebook or Instagram.

3.1 Intra-national networks: Observing insects

Recent concerns about the declining population of all insects, but pollinators in particular, has focused media attention on their situation. A range of studies and interventions have encouraged interested citizens to report sightings of various insects via specially created apps (applications), and even to kill and collect some insects to further the study of their population dynamics (Hart et al., 2018). In part, these studies build on more extensive surveys such as the U.K.’s Royal Society for the Protection of Birds (RSPB) annual ‘Big Bird’ survey, which encourages bird watchers to submit their observations to a national survey. Through the popular media, and targeted appeals to interested groups, many thousands of people have participated in such studies. Participants have been encouraged to record their observations using smartphone apps and even posting samples of dead insects to scientists. These studies have provided environmental scientists with data they would otherwise not have been able to access, as well as a public profile for the topic.
The critical literature of this approach within the ecological sciences notes the drawbacks to this form of research as results cannot be validated, it is less likely to address complexity, less consistent in form and tends towards densely populated areas. As it can generate large data sets, however, it is particularly suited to understanding species’ populations and behaviours across space, and the seasons. The paper advanced from the hypothesis that Twitter users were moved to record the presence of insects for another reason. Flying ants were a likely candidate because of their propensity to swarm (Hart et al., 2018). This swarming happens only at particular times and in particular conditions, offering phenomena that might be recorded spontaneously. The team were able to provide earlier observations of flying insect data collected by citizen scientists deliberately, in a structured interaction with ecologists, which provided a way of validating the Twitter data.

The results of the paper broadly demonstrated that Twitter data for complex ecological phenomena has limitations, some of which related to the indirect and retrospective method of collection. Via GPS (Global Positioning System) tagging it is possible for Tweets to be located, but often this option is turned off by users or, in a small minority of cases, set to be misleading (Hart et al., 2018). It does show that there is a potential to gather important data through the analysis of casual chat on Twitter, as people discuss events of passing interest to them. The paper found that it was possible to consider that accurate socio-spatial data could be collected, in this instance, the emergence of the flying ants, and this was useful at a national level. Testing specific hypotheses was not possible through data collected in this way (Hart et al., 2018). That Twitter might be a valuable tool for collecting phenological data, about the appearance of seasonal or cyclic events in readily identifiable species, may be of increasing salience as climate change begins to disrupt established patterns.

3.2 Urban to rural networks: A circle of friendship

There have been widespread discussions about the intersection of urban infrastructure with ICT capabilities and ‘mobiquity’, intending to create a ‘smart city’ (Kitchin, Lauriault and McArdle, 2015; Saunders and Baeck, 2015; Wiig, 2015). Many of these schemes are premised on, awaiting an anticipated but yet to be realised intermeshing of technologies, but nascent examples are apparent. Already many cities have been significantly opened the opportunity for rural-to-rural networking, as people in rural areas can connect directly to their peers, overcoming some of the problems associated with innovation in rural areas.

3.3 Rural to rural networks: saving the soil

Historically, farmers and the rural communities in which they reside, have been relatively isolated with the advent of mass broadcast media connecting rural areas to urban ones in new ways. While in many rural areas, interconnectivity via broadband lags behind urban areas, mobile telephone networks have advanced more uniformly. As with many other small business operators, farmers have found smartphones to be useful (Roberts and Townsend, 2015; Salemink, Strijker and Boeworth, 2017). This technology has opened the opportunity for rural-to-rural networking, as people in rural areas can connect directly to their peers, overcoming some of the problems associated with innovation in rural areas.
In this paper (Mills, Reed, Skaalsveen and Ingram, 2019) a content analysis of a Twitter account of the EU research project ‘SoilCare’ was combined with in-depth qualitative interviews with five farmers using Twitter, and was used to explore the extent and type of peer-to-peer knowledge exchange about sustainable soil management practices. The research identified evidence of learning taking place through these exchanges. Twitter offers a medium which captures the immediacy of the field operations through visually impactful media, based in the field. The brief messages channelled through Twitter appeal to farmers, who feel themselves to be time-constrained. Hashtags, as indexing terms, have allowed networks of practice concerning sustainable soil management to coalesce and within these networks: ‘farmer champions’ are emerging who are respected by their peers. These champions have committed considerable effort to Twitter, for example posting over 100,000 tweets, but as they are attentive to, and responsive to farmers, they are important conduits of information. The interviewees view Twitter as working best for those actively seeking information, echoing the role of the bio-citizen as an active user, as well as creators of knowledge. This perspective suggests that optimally Twitter should be combined with forms of face-to-face interaction as part of a blended approach to learning. Additionally, Twitter offers a space for researchers and advisers to share insights and experience with farming to widen the informational base of the networks (Mills et al., 2019).

4. Discussion

This trio of papers begins to suggest some ways a more nuanced account of the interactions between social media usage, smartphones and citizenship could emerge (Hart et al., 2018; Reed and Keech, 2017; Mills, Reed, Skaalsveen and Ingram, 2019). Although each of the papers is different in focus, disciplinary field, and approach to the data, there are some intersections that suggest important commonalities:

i. collecting data;
ii. an understanding of who is active in these networks; and
iii. what it says about participation.

4.1 Collecting data

All of these data are in the public domain, available to be accessed, collected and analysed by any interested party. For those posting this material, on one level this is assumed. This activity is the deliberate creation of new and public knowledge in an open forum. Some of those taking up the building of alternative food networks in Bristol, for example, had only one audience in mind, those with whom they had interacted off-line. In these ways, social media as a public forum is a part in the flying ants story, those participating in these interactions. Twitter is working best for those actively seeking information, echoing the role of the bio-citizen as an active user, as well as creators of knowledge. This perspective suggests that Twitter should be combined with forms of face-to-face interaction as part of a blended approach to learning. Additionally, Twitter offers a space for researchers and advisers to share insights and experience with farming to widen the informational base of the networks (Mills et al., 2019).

Importantly in two of these papers (Reed and Keech, 2017; Mills, Reed, Skaalsveen and Ingram, 2019, the authors combined qualitative analysis with that of an understanding of the Twitter networks, overcoming some of the problems of the large-scale quantitative analyses of Twitter. Understanding that social media is only part of a broader constellation of information and interactions is essential to contextualising it. Considering the sub-communities of networks within an affinity network in Bristol counters the idea of undifferentiated blocks or ‘bubbles’ of opinion. Thick and detailed descriptions of Twitter are essential in understanding how these platforms become woven into daily practices and ways of knowing.

4.2 Who is active in the process?

In each of these studies, a diverse range of people is present, although unified in sharing access to the platform. This access is vital in changing the demographics and dynamics of participation, with smartphones being the critical technology. Each of these papers is focused on a different field, but each is remote from deskbound computing. The soil saving farmers are Tweeting from and videoing farm machinery in their fields, the observations of flying ants are from people watching the swarming insect on a summer evening. Smartphones and their attendant data connections allow for the spontaneity that underpins these interactions.

Much of the literature about citizen science implies a binary division between those contributing the data – the citizens – and the experts, who can analyse the results. Much of the literature and some of the practice of citizen science appears to embed those assumptions. Yet in the detailed work in these papers, it is clear that there is a mixture of citizens, who might be farmers or food activists but also those who hold professional status and expertise. Rather than a binary of expert/non-expert, we are observing a mixing of expertise. Some of this expertise is in the pragmatics of no-till farming, others in the statistical analysis of Tweets. What is incomplete in these studies is the access of the ‘citizens’ to the agendas of knowledge in scholarly domains. Citizen science in this context reflects the power structures of peer-reviewed science in contrast to other forms of knowledge.

4.3 The nature of participation

As noted above, many of those active in these Twitter networks are self-consciously creating new forms of knowledge and social practice. Interwoven with the unwitting contributor are those attempting to develop new types of agricultural practice or new systems of food distribution. The contributors are expressing and sharing their expertise in a public forum to share and co-create new forms of knowledge, with the academic researchers contributing to this effort much later. This model is far from the binary of top down/bottom-up creation of knowledge inherent in some models of citizen science. Instead, we are closer to the ‘compositional model’ proposed by Hinchcliffe and colleagues (Hinchcliffe et al., 2018, p. 8). In this model, people create alliances to co-create new knowledge together.

This effort is both self-conscious and voluntary, and although conducted in public, is done through the medium of a corporately-owned social space – Facebook, Twitter, Whatsapp and the like. It raises important questions about how policy should respond to citizens taking up such initiatives. Would it be helpful for such data to be routinely
available via a data commons rather than left on the servers of a corporate actor? Or should, over time, new spaces of civic debate be created to which policy actors are more integrated. While these debates are being held, alliances of citizens are forming new knowledge in the spaces afforded to them.

5. Conclusions

Currently, a backlash is developing against the advertisement-driven, corporate surveillance model of social media, and how it has been open, or even party to, forms of manipulation that are unethical and potentially illegal. This movement suggests that there could be advantages in academics forming a partnership with those who are seeking to wrest control of the Internet back to its users, preserving it from being solely a space of entertainment and associated marketing efforts. The case studies in this paper hint at a more purposeful and constructive use of social media, even when used in a recreational format as users provide data indirectly (Leadbetter, 2008). Some might argue for a market mechanism through which users get paid for the data they generate. A parallel route might be to allow scholars to access data preferentially, with a tighter on access and the management of that data after the Cambridge Analytica scandal (House of Commons, 2019).

It also suggests that the focus on big data and computational insights has overshadowed the study of the meso-level uses of social media. In comparison, text messages (SMS), ‘WhatsApp’ groups and micro-blogging are the non-dramatic but increasingly quotidian communication forms that are bringing groups together and can be inaccessible to researchers. A common feature of all the discussions of the citizen, be they top-down or bottom-up, is that these new forms of (bio)citizenship are suffused with hope. The studies in this paper offer a new form of observational data that suggests that more accurate data are possible through gathering social media postings, the ‘chat’ of online social life. The possibilities of deeper engagement, when people take up forms of (bio)citizenship suggest that this hope may not be misplaced. The grand challenges of the transition to greater sustainability are that environmental management, in various forms, will be met by new forms of association and collaboration, re-making places and re-locating, as people work together with their smartphones in their hands.
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Fig. 2: The industrialisation of smaller towns and rural countryside in the socialist era is a trait of the Slovenian urban system; photo of Velenje in 1958, a “new” coalmining town often presented as the “socialist wonder”. (Photo: J. Gal, Večer)

Fig. 3: Many successful Slovenian industrial towns specialised into niche manufacturing sectors, such as Idrija, which became a globally important supplier in the automotive industry. (Credit: J. Polajnar – Yerpo).
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